1B40 Practical Skills

Weighted mean
The norma (Gaussan) digtribution with a true mean mand standard deviation s is
1 € (x- m)°U
p(x) = expé- a.
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The probability of occurrence of avaluex is p(x,) . Hence the probability P of obtaining the
vaues X, X, X;,..., X, IS

P (%%, %) = P(%)P (%) P(%) - P(x,).
{ Strictly there should be afactor 1/n! on the R.H.S asthe order isirrdlevant, but it can be
omitted as we are only interested in the variation of P with its parameters.}
Thusexpliatly
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It is reasonable to assume that this should be amaximum. (Principle of Maximum

Likelihood). This probahility isamaximum when § (% - m)2 isaminimum. Thisidealeadsto
i=1
the Principle of L east Squar es which may be expressed as follows:.
the mogt probable vaue of any observed quantity is such that the sum of the squares of
the deviaions of the observations from thisvaue isthe leest.

Thequantity § (x - | )° hasaminimum value when 13 x , i.e. the mean Thisfollows
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Hence these principles lead to the often quoted result that the best estimate for misthe
arithmetic mean.

It may be, of course, that the X, X,, Xs,..., X, belong to different Gaussan distributions with
different slandard deviations. Thetota probability would then be
1 @10l 6 @10, € ¢ (x- m)z,

u
P= e é.é U.
\/Egslﬂgszﬂ g;ﬂ g i1 25/ ¢!




Thiswill be greatest when é_ ()QZ;—T)isamirimum. This occurs when mis given by the
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weighted mean
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In generd if ameasurement x, has weight w;, then the weighted mean is
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The standard deviation of the weighted mean is
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These expressions reduce to those given earlier for the unweighted quantitiesif weput w =1
for dl measurements.

For the case of only two quantities,
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and using the formulafor the propagation of errors on a sum of two quantities gives
1 1 1
=+

s’ s/ s,°



Curvefitting

We can gpply the principle of least squares to the problem of fitting a theoretica formulato a set
of experimenta points. Theamplest caseisthat of agraight line.

The Straight Line

In many experiments it is convenient to express the relationship between the variables in the
form of the equation of adraight linei.e.

y=nx+c,
where m, the gradient of theline, and ¢, the intercept at x = 0, are treated as unknown
parameters.

As an example, mngder the compound pendulum experiment where the relationship between
the period T and the adjustable parameter h is given by
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and the quantities h and k are defined in the script for the experiment.
Plotting T againgt h would yield a complicated curve which is difficult to andyse. However the
relationship can be expressed as
T2h: 4p2h2+4p2k2.
g g
If T?h is plotted against h? astraight line is expected. The benefits of this are
1. Resultsexpressed asalinear graph have a satisfying immediacy of impact.
2. ltisvery easy to seeif asat of resultsis progressvely deviating from linearity - much
easer than say detecting deviation from, for example, a parabola
3. Thelineof best fit to aset of points with error barsis easy to estimate approximately by
eye, and to insart with the aid of aruler asaquick check. .
4. A mathematicd method exigts to caculate the line of best fit, which relates smply to the
datistical consideration of errors.

Best straight linefit to a linear curve using the method of |east
squares (L egendre 1806)

We congder fitting afunction of theform
y=nmx+cC

to aset of data points. The example is Smple because it islinear inm and ¢ not becausey is
lineer in x. The data consists of the points(x;, y; s ;). That iswe assume that the x-

coordinates are known exactly asthey usualy correspond to the independent variable (the one
under the experimenter’ s control), but thereis an uncertainty s ; in the y-coordinate

corresponding to the dependent variable that is“measured’. The deviation, d., of each point
from the straight line is taken only in the y-coordinate, d; =y - (mx +c).
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Method | — Points with associated error bars
According to the principle of least squares we have to minimise
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On differentiating with respect to m and ¢ in turn we get
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Expanding these we have
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Thelast one, on dividing through by § Siz becomes
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Y =nX+c.

This shows that the best fit line passes through the weighted meen point (X, y) evenif this does

not correspond to an actua measured point.
The egns (1.3) are two smultaneous equations for the two unknown, m and c. Ther solution is
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The cdculation of the errors on the fitted parameters, m and C, isintricate and is done best by
techniques that are beyond this introductory course (matrix methods). We smply quote the
results,
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These expressions may ook complicated but they are easily evauated in a computer
programme or a spreadsheet. They only involve sums of terms.
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Method Il — no estimate of error on y
If the errors on the data points are not known we can only minimise

Sz%(yi-m&-c)z. (1.8)

Thisis equivaent to the previous case if we set dl theerrors s, =1. Thuswe can get the
results immediately for
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In this case the only way to estimate the uncertaintiesin m and ¢ isto use the scatter of the
points about the fitted line. The mean squareerror s  intheresiduds d, =y - (mx +c) is

given by

(1.9)
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{Then -2 occurs because we have only n -2 independent points, two being needed to find the
dope and intercept of theline}. We then estimate the errors

S e (L11)
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. =(dc) n[xq - [x][x] D
where
o=l 4[4 -

Correlation in least squares fits
The origind measurementsx. and y, may be uncorrelated but the vaues of m and ¢ found by

both methods are correlated since they depend on the same data - the(x;, ;) values. The
best fit line passes through the fixed point (X, ¥) . If X >0 and the gradient isincreased by its
error the intercept decreases as the line pivots about the point (X, ¥) , and vice versa. A
formulafor the covariance can be derived. For the wei g?t)?]d fits,

cov(imc)=s 2 =-+-
(mo) 5

and for the unweighted ones

D
Asanilludration, afit to some data gave the following weighted fit parameters.
m=-0433, ¢=6.189, s =0.057, s _=0.297, cov(mc)=-0.014. Thetable
showsthevauesof y, predicted and the estimated uncertainty for chosenx; .

X predictedy | yerror with correlation | 'y error without correlation
-10 10.5 0.8 0.6

40 -11.1 2.0 2.3
The errors with correlation included may be smaller or larger than those cdculated without it!

cov(imc)=s?’ =




The table below compares the advantages and disadvantages of Method | and Method 11.

Method |

Method |1

Data points with big
errors

are essntidly ignored in the fit

are treated like those pointswith
smdl errors

Errorson mand c

areredigic in terms of the gatistics | can be (unfortunately) smdl if

of thedata, s, and n

points happen to liewdl on a
draght line

If the datadon’t
redly lieona
draght line

the errorson m and ¢ may be
ridiculoudy smdl if Satigicsare
large

errors will be larger

Number of data
points needed to
edimatem, ¢ and
errors

2

Can goodness of fit
be tested?

Yes

No

Can method be
usdif s, are
unknown?

No

Yes

Excel implementation of unweighted fit

Method Il isimplemented in the Excel spreadsheet function LINEST. If the array formula (see
Excd for ways to enter an array formula)
=LINEST(range of known y’s, range of known X’s, , true)

isentered into an array of 5 rows and 2 columns, theniit returns the following results,
(The words have been added to explain the quantities computed).

LINEST
m -0.3961 5.8665 ¢
erroronm 0.0465 0.3151 erroron ¢
r? 0.8898 0.4873 standard error on'y
F 72.6618 9 number degrees freedom
regresson sum of squares 17.2568 2.1374 sum of squares of resduds

Thusthis example describes the line
y=-(0.40£0.05) +(5.9+0.3).




