1B40 Practical Skills

(‘Theresult of thisexperiment wasinconclusive, so we had to use
statistics — overheard at an inter national confer ence)

In this section we shdl look at afew Satistica ideas. However, to quote L.Hogben, “the
experimenta scientist does not regard statistics as an excuse for doing bad experiments”.

The Frequency Distribution

If alarge number of measurements e.g. n = 500, are taken and a histogram plotted of their
frequency of occurrencein smal intervals we may get adistribution asin Fg 1.
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Figure 1. Frequency histogram of measurements

In order to provide some sort of description of this distribution we need measures of the x-vaue
a which it is centred and how wideit is, i.e. Some measure of the scatter or digpersion about
thismean. The mean mand mean sguare deviation s° (also called the variance) serve this

purpose.
For aset of n measurements the mean and variance are defined, respectively, by
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where we use the symbol mto dencte the true mean of the infinite sample.

The histogram above is a close gpproximation to, what is caled, a continuous frequency
distribution f (x) which would have been obtained for an infinite number of measurements. The

quantity () dx isthe probability of obtaining amessurement of x lying between x and
X+ dx. Thesum over dl probabilities must be unity so the probability digtribution mugt satisfy
the integral relation
(‘i f(x)dx=1.
Themean axh of the distribution is given by

¥
(x)= Q xf (x)dx.
Since the number of measurementsin the distribution is large and is (assumed to be) free of
systematic error (x) may be taken asequal to the true value of x. The varianceis

¥
\

Q(x- m)zf (x) dx.
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The Normal (Gaussian) distribution
The frequency distribution may take many forms. One very common one is the Normal or
Gaussian digribution. Thisfollows the functioral form
1 € (x- m°u
f(x)= expé- a,
() svp g =7
where misthe (unknown) true vaue of x that isbeing measured, and s isthe sandard

deviation and defines the width of the curve. Figure 2 shows anormd digtribution with mean
vaue 20, standard deviation 5.

The Gaussian function is relevant to many but not al random processes. The counting of the
arivd rate of particlesin atomic and nuclear physicsis better described by the Poisson
digribution. (Thereisafuller discussion of these distributionsin the lectures accompanying the
second-year laboratory course).

Note for the Gaussan distribution misalso
the mode -- the most probable value of x i.e. where f(x) isamaximum,
the median -- that x such that the area under the curve for x > mis equal to thet for x <
mi.e. thereis equa probability that a measurement will be greater or lessthan m
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Figure 2. Normal digtribution with m=20and s = 5.

Best estimate of thetrue value and the precision for afinite
sample
For aset of n measurements the mean and variance are defined earlier by
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where we use mto denote the true mean of the infinite sample.
Since, in generd, the true mean is not known we estimate it by X and so write the variance as
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where theresdud, d,, isthe departure of each measurement from the mean,

d =x- (x).
It seems plausible, and can be proved, that given afinite set of n measurements each of equa
qudity, the larger we make n the nearer the mean X approaches m

The best estimate that can be made for s, the (unknown) standard deviation of the infinite
population, would be expected to be given by the standard deviation s, of the n readings:
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with the expectation that s, approached s as n becomes large. (This quantity is caculated by
the Excd function STDEV P — the standard deviation of the population.) However if only one
measurement is made then this leads to s, being zero which is unreasonable. The better estimate

of the standard deviation of the unknown parent distribution from which the sample of n vaues
of x; are drawn is given by

For n =1 thisgives 0/0 which is acceptably indeterminate as we have no knowledge of s from
one measurement, X, done. Thus one measurement does not alow an estimate of the soread in

vauesif the true vaueis not known. The expression for the variance above is caculated by the
Excd function STDEV- the standard deviation of asample.

It isworth noting for computationa purposes that the variance formulamay be written as
, 1 4 R (P
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where &x°i is defined by
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Soit is not necessary to loop over the datatwice, first to calculate (X) then to obtains, but

(x) and &x’fi can be calculated in the same loop.

It isimportant to redisethat s, isameasure of how spread out the digribution is. It is not the

accuracy to which the mean vaue isknown. Thisis known to an accuracy improved by a
factor On aswill be shown later, thus the more observations that are taken the better.

The Standard Deviation s and the Standard Error on the Mean
Sm-
The best estimate for the standard deviation, s ,, of the Gaussan distribution from which a

sample of n measurementsisdrawn isnot the quantity we need to convey the uncertainty in an
experiment, asit does not tdl us how wdl the mean vdue is known. This Gaussan digtribution
isthe digribution of single measurements of the quantity. Asn® ¥ thens  ® s , thewidth

of the digtribution obtained for an infinite number of measurements, and X ® m, but s does not

represent the uncertainty on the result of the experiment as expressed by the mean of the
readings.

What we need to know is how the mean of our sample, comprised of n measurements of the
quantity X, would vary if we were to repeeat the experiment alarge number of times, taking n
readings each time and cdculating the mean eech time. The results for the mean vaue would be



dightly different. We could construct a frequency distribution of the mean values— not that of
the individuad measurementswhich s | measures — and determine the standard deviation of this

digribution. This quantity iss ,— the standard error on the mean. The derivation in the
gppendix shows that
S
S, =—.
Jn
The standard uncertainty on the mean, s ,, reduces as the square root of the number of
measurements. Hence an increase in the number of readings lowers the uncertainty on the
mean!

Strictly spesking we don't know the value of s for the infinite sample. But we can make a
reasonable estimate for s usng

Uncertainty on the standard deviation

The sandard deviation hasitsdf been estimated from a finite number of measurements, n and so
is subject to an uncertainty. It may be shown by consdering the Gaussian digtribution of the

standard deviations that the standard error on the standard deviation iss / / 2(n-1). Thus

ifn=10, ds /s =0.24 and thisimpliesthat the estimate we can make of the errorsis itsdlf

only knownto 1 patin4. Even with n =40, the estimateis ill only known to 1 part in 10.
Henceit isalmost never valid to quote mor e than one significant figure when stating
uncertainties.

Summary

If in an experiment we taken n measurements of a quantity x whose unknown
vadueis m,

1.  thebest estimate of misthe mean

X =(x)= %Iél X.
2. the standard deviation, s, of this (large) sasmple of n measurementsis
s” =_én (x -X)?/n :énl d?/n,
where theresidud, d. = x - (x) ,I Ts the departulrztla of each measurement from

the mean.
3. when n is small a better estimate for the standard deviation of the
sampleis



4, the standard error on the mean, s . isgiven by

S, =
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To use these results in practice find
the mean of your readingsasin step 1,

the standard deviation of the resduals (step 2 or 3) provided you have
enough readings to make this sensible, say 8 or more. (Otherwise
estimate the uncertainty from the precision of the instrument),

the standard error on the mean from step 4.

Estimating the Errorsin your M easurements

The standard error on the mean isasmple function of the sandard deviation s. However, what
are weto do if we have too few measurements to make asignificant estimate of s? The best
that can be doneisto estimate the standard deviation from some identifiable intringc limit of
uncertainty of the equipment. For example, suppose you measure alength of 10 mm with arule
graduated in millimetres with no further subdivisons. Y ou would quote the length as 10 £ 1 mm,
assuming that you would get a Standard deviations on a Single measurement of 1mm were you to
repeat the measurement alarge number of times. (Note that if only asingle measurement is
made any estimate of the error may be widely wrong).
Thus,
- for asmall number of measurements, say 1 to 3, estimation of the error will be given by
the precision of the apparatus,
if you make asgnificant number of measurements of the same variable you should
quote:
variable = average value+ standard error on the mean (s ).



Appendix

Estimating s and s ,, from finite samples

The derivation below is given for completeness. Its reading may be omitted if desired!
If we take n measurementsyielding x;, X, ... x, (arandom sample of the distribution) the error,

E, onthe mean X (of this set of results) from the (unknown) true value mis given by
E=Xx-m=28 x-m=2§ ( - m)=1én CH
ni n - N
where g = x, - maretheindividud errors.
Thevaueof E? isgiven by
ea ¢+ae
CPEL u
If the n measurements are repeated alarge number of timesN the e would be different for

each sample and we would obtain a different value for E? from each st of n measurements.
The average value of E? for the N data sets would be the standard deviation on the mean,s |, -

the quantity we seek. Itisgiven by
ou
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where e istheerror inreading i from the true vdue m for set k fromthe st N.  The average
of the e g« terms will be zero asthey are just aslikely to be positive or negative, thisyields
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Thisiswhally equivdent to asum of n data setswith (large) N readings (each measurement isa
random sample of the digtribution). The quantity

can be used to measure the standard deviation of the sample and we have n of these so
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Now <E2> =s 2 and hence we have firdly that

-1
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The best estimate for s, which is not known, is the standard deviation of the subset of results
we have for our n measurements:

\l
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though where mis not known. However instead of the errors € from the unknown true mean
m,we have the deviations (resduds d, ) of each x; from the mean of the sample,
€=x-m
d =x, - X.
The error, E on the meanisgiven by
E=X-mbP X=E+m

Comhbining these we have
d=x-(E+m),
d =e - E.
Now s, the standard deviation of the sample is given by
1o 1o 2
=-—a(x-%)=-ale-E),
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we then have

s =1é & - 2E2 + E? =15°1 e’ - E2
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Thisisthe stlandard deviation for one set of n measurements. As before we take the average of

this over alarge number N of setsin the digtribution and get

(s)=(2a¢)- (£) =575

We have shown thet S * =s ?/In o

R

giving
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Strictly the quantity <s§> obtained by averaging over alarge number of sets of datais unknown.
The best estimate for thisis s, Substituting this we obtain the following appr oximate relations
1 1

@&n &
s»8 s, ad s »

el &
n-1g &n-15



We now have expressonsfor s and s, in terms of an experimentally messurable quantity.
Note that s, may be reduced by taking more precise measurements or more readings
- OR BOTH.



