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Abstract

If r � 1, andm andn are each a multiple of(r + 1)2 + r2, then each isomorphic component ofCm ×Cn admits of a vertex
partition into(r + 1)2 + r2 perfectr-dominating sets. The result induces a dense packing ofCm × Cn by means of vertex
disjoint subgraphs, each isomorphic to a diagonal array. Areas of applications include efficient resource placement in a
mesh and error-correcting codes.
 2003 Elsevier B.V. All rights reserved.
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Consider a computer/communication network t
usually has a regular structure. The nodes are dis
guishable into resource nodes and user nodes. E
of the former houses replicable items such as po
sources, I/O ports and function libraries, while each
the latter is within a distance ofr from at least one
resource node, wherer is a fixed positive integer. Re
sources are usually limited and expensive, hence
need for minimizing the number of respective node

The foregoing problem of efficientresource place-
ment has a natural graph-theoretical formulatio
where the objective is to construct aperfect r-dom-
inating set (defined below) of the underlying grap
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3D torus [1–3]. The concept has applications in s
eral other areas too, notably,error-correcting codes,
game theory and frequency assignment [6,7,16,
The well-known Hamming code corresponds to a p
fect 1-domination in then-cube, wheren = 2k − 1,
k � 2 [14,19]. Even when a perfectr-dominating set
is not known for a given graph, an analogous inform
tion with respect to a related graph may be usefu
help construct a near-optimal set.

This paper presents a vertex partition of theKro-
necker product of two cycles into perfectr-dominating
sets, where length of each cycle is a multiple of(r +
1)2 + r2. The result closely parallels the existence
Lee metric code [6]. A particularly useful applicatio
consists of an optimal resource placement in adiago-
nal mesh.
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In this paper, when I speak of a graph, I mean a
finite, simple and undirected graph. Unless indicated
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otherwise, graphs are also connected and conta
least two vertices. Form � 2 andn � 3, let Pm (re-
spectivelyCn) denote apath (respectively acycle) on
m (respectivelyn) vertices, whereV (Pk) = V (Ck) =
{0, . . . , k − 1}, and where adjacencies are defined i
natural way.

For a graphG = (V ,E), a vertexv is said tor-do-
minate a vertexw if 0 � dG(v,w) � r. A vertex subse
S is called anr-dominating set (respectively aperfect
r-dominating set) if every vertex ofG is r-dominated
by some vertex (respectively a unique vertex) inS.
The cardinality of a smallestr-dominating set ofG
is called ther-domination number of G, denoted by
γr(G). The general problem of determiningγr(G) is
known to be NP-hard even for bipartite graphs [5].

The Kronecker product G × H of graphsG =
(V ,E) andH = (W,F ) is defined as follows:V (G×
H) = V × W and E(G × H) = {{(a, x), (b, y)}:
{a, b} ∈ E and{x, y} ∈ F }. This product is variously
known as direct product, cardinal product and ten
product. Another relevant structure is theCartesian
product G✷H defined as follows:V (G✷H) = V ×
W andE(G✷H)= {{(u, x), (v, y)}: eitheru = v and
{x, y} ∈ F ; or x = y and{u,v} ∈ E}. Each of the two
products is commutative and associative in a nat
way, and has found applications in a number of are
In automata theory, for example, closure of regu

Table 1

Cm ×Cn (diagonal mesh) versusCm ✷Cn (toro
ttaking the×-product (respectively✷-product) of the
corresponding machines. It is interesting to note
if G and H are connected graphs, thenG × H is
isomorphic toG✷H if and only if G andH are odd
cycles of the same size [18].

Tang and Padubidri [21] study diagonal mesh a
toroidal mesh (for connecting communication e
ments in parallel computers) that are actually rep
sentable asC2i+1×C2j+1 andC2i+1 ✷C2j+1, respec-
tively. Certain common features of the two graphs a
nonplanarity, nonbipartiteness, edge decomposab
into Hamiltonian cycles [8], and embeddability on
torus. Except for these similarities, the two have
number of dissimilarities, and hence each merits
individual treatment; see Table 1.

Remark. Lower diameter, higher independence nu
ber and higher odd girth are welcome features o
fault-tolerant communication network. In particula
low diameter ensures low communication delay
tween two nodes in the worst case, and high odd g
means that the graph is “locally bipartite”. By Table
therefore, the diagonal mesh outperforms the toro
mesh in many ways. This is further supported by ot
findings [21]. Diagonal mesh in some form appea
earlier as the routing network of FAIM-1 computer [4
idal mesh)m,n both odd;m � n� 3
Cm ×Cn Cm ✷Cn References

Diameter max{(m− 1)/2, n} if m> n (m+ n− 2)/2 [8,15]
n− 1 if m = n

Independence (m− 1)n/2 m(n− 1)/2 [9,13]
number

Odd girth m n [13]

Table 2
Perfectr-dominating sets in products of cycles

Cm0 × · · · ×Cmk−1 Cm0 ✷ · · · ✷Cmk−1

r = 1, k � 2 andm0, . . . ,mk−1 each r = 1, k � 2 andm0, . . . ,mk−1 each
a multiple of 2k + 1 [11] a multiple of 2k + 1 [6]

r � 1, k = 3 andm0,m1,m2 each r � 1, k = 2 andm0,m1 each
a multiple of(r + 1)3 + r3 [12] a multiple of(r + 1)2 + r2 [6]
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For any undefined terms or missing references, see the
book by Imrich and Klavžar [8].
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Definition 1. Let G be a graph with radiuss. For
0 � r � s, anr-ball centered at a vertexv of G is the
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Table 2 presents certain known results with resp
to perfect r-domination inCm0 × · · · × Cmk−1 and
Cm0 ✷ · · · ✷Cmk−1.

Section 2 characterizes ther-ball in Cm × Cn as
well as Cm ✷Cn, and presents a lower bound o
γr(Cm × Cn). Section 3 presents the main resu
Concluding remarks appear at end.

2. Preliminaries

It is known that (i) ifG andH are not both bipartite
thenG × H is connected, otherwiseG × H consists
of two connected components, and (ii)G × H is
bipartite if and only ifG orH is bipartite. In particular
C2i+1×Cn is connected andC2i ×C2j consists of two
isomorphic components. The graphP7 × P7 appears
in Fig. 1. The terms “even component” and “o
component” have been chosen because vertices(p, q)

in the former (respectively latter) are exactly those
whichp + q is even (respectively odd).

Let DA(m,n) denote the even component ofPm ×
Pn where “DA” stands for “diagonal array”. It is
not difficult to see thatDA(m,n) consists of	mn/2

vertices and(m− 1)(n− 1) edges [8].

Note. Ramirez and Melhem [20] present a fau
tolerant computational array (called processor swi
voter array) whose underlying graph is essentia
DA(2i + 1,2j + 1).
set{w ∈ V (G): 0� dG(v,w) � r}.

An r-dominating set ofG is a spanning ofG by
r-balls. (In the case of a perfectr-dominating set, the
r-balls are mutually exclusive and exhaustive.) In w
follows, an “r-ball” will be used also to denote th
corresponding induced subgraph. The following i
consequence of a more general result.

Lemma 2.1 [12]. If m,n � 2r + 2, then an r-ball
in Cm × Cn is isomorphic to DA(2r + 1,2r + 1).
Accordingly, γr(Cm ×Cn)� mn/((r + 1)2 + r2).

DA(7,7) appearing in Fig. 1(a) may be viewed
a 3-ball centered at vertex(3,3). A consequence o
the main result of this paper is that the lower bound
Lemma 2.1 is achieved ifm andn are each a multiple
of (r + 1)2 + r2.

Interestingly enough, the subgraph induced by
r-ball in Cm ✷Cn is also isomorphic toDA(2r + 1,
2r + 1). To see this, letm,n� 2r + 1, and 1� k � r.
A vertex at a distance ofk from a typical vertex(i, j)
in Cm ✷Cn is of the form(i+p, j +q) wherei+p is
modulom, j + q is modulon, and|p| + |q| = k. It is
easy to check that the number of such vertices is e
to 4k, and hence the order of anr-ball in this graph
is equal to 1+ ∑r

k=1(4k) = (r + 1)2 + r2. That the
induced subgraph is isomorphic toDA(2r + 1,2r + 1)
may be proved by induction onr. A 3-ball inCm ✷Cn

appears in Fig. 2, and is isomorphic toDA(7,7) that
appears in Fig. 1(a).
(a) (b)

Fig. 1. The graphP7 × P7. (a) Even component, (b) odd component.
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Fig. 2. 3-ball inCm ✷Cn.

3. Result

Theorem 3.1. If r � 1, and m and n are each
a multiple of (r + 1)2 + r2, then each connected
component of Cm × Cn admits of a vertex partition
into (r + 1)2 + r2 perfect r-dominating sets.

Proof. Let s = (r + 1)2 + r2, and let vertex(i, j) of
Cm ×Cn be assigned the integer label[
2(r + 1)i + 2rj

]
mods.

The assignment is clearly well-defined. It suffices
show that a vertex distinct from(i, j) that is within
a distance of 2r from (i, j) receives a label that i
different from that of(i, j).

Let p ∈ {1, . . . ,2r}, and consider a vertex at
distance ofp from (i, j). Such a node is of the form
(i + a, j + b), where

(i) a, b ∈ {−p + 2k: 0 � k � p},
(ii) max{|a|, |b|} = p, and
(iii) i + a is modulom andj + b is modulon.

(Note thata andb are of the same parity.) The lab
assigned to(i + a, j + b) is[
2(r + 1)i + 2rj + 2(r + 1)a + 2rb

]
mods.

Accordingly, it needs to be proved that

[
2(r + 1)a + 2rb

]
mods > 0, i.e.,[

(r + 1)a + rb
]

mods > 0, sinces is odd.
elegant and intuitive.
Consider the Diophantine equation

(r + 1)a + rb = λ
(
(r + 1)2 + r2).

If a0 = λ(r + 1) andb0 = λr is a particular solution
then

(r + 1)a + rb = (r + 1)a0 + rb0, i.e.,

(r + 1)(a − a0)= r(b0 − b).

This means thatr divides (r + 1)(a − a0). Sincer
and r + 1 are coprime, this implies thatr divides
(a − a0), i.e.,(a − a0) = µr for someµ. Accordingly,
r(b0 − b)= (r + 1)µr, i.e.,b = b0 −µ(r + 1). Let

S = {
(a, b): a = λ(r + 1)+µr,

b = λr −µ(r + 1), λ, µ ∈ Z
}
.

We are looking for the choice of(λ,µ) ∈ Z × Z such
that the solutions satisfy:

a + b is even and |a| + |b| � 2r.

Now, (a + b) is even iff (2λr + λ − µ) is even iff
(λ + µ) is even iff (|λ| + |µ|) = 0 or (|λ| + |µ|) � 2.
If (a, b) �= (0,0), then(|λ| + |µ|)� 2.

• For |λ| = 0 and|µ| � 2, we have|b| � 2(r + 1) >
2r.

• For |µ| = 0 and|λ| � 2, we have|a| � 2(r + 1) >
2r.

• For |λ| � 1, |µ| � 1 andλµ > 0, we have|a| �
2(r + 1) > 2r.

• For |λ| � 1, |µ| � 1 andλµ < 0, we have|b| �
2(r + 1) > 2r.

Thus the Diophantine equation has a unique s
tion for (a, b) that is(0,0), where(a + b) is even and
(|a| + |b|)� 2r. ✷

To see how the result may be used in pract
consider a parallel computer whose processing u
(p.u.’s) and the interconnection network are mode
by Cm × Cn, where each p.u. is associated with
vertex of the graph and a direct link between two p.
is indicated by an edge between the correspon
vertices. Next suppose that there are resource u
(r.u.’s) that are to be positioned in such a way t
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every p.u. is within a distance ofr from at least one
r.u. A setVt constructed in the proof of Theorem 3.1

to
and
ible

nal

n 2

of

of
s

is

od-
li-

ated
ly
d-

d

er
rtic-

n-
m-

puter and communication networks, and management
of multiprocessors.

the
r
as

is
ere
e
ore

Dr.
tful

orks,

bes
43

nd
ns.

on,
-1,

ity:
an,

and
0)

s of

og-

the
57.
po-

82

cker
06.
ct
ntal
constitutes a collection of vertices where r.u.’s are
be located; this ensures that the number of r.u.’s (
hence the associated cost) is the minimum poss
as each vertex is within a distance ofr from exactly
one “resource vertex”. As noted earlier, the diago
mesh [21] is isomorphic toCm × Cn, wherem andn
are both odd.

Theorem 3.1 together with discussions in Sectio
lead to the following result.

Corollary 3.2. For r � 1, if m and n are each a
multiple of (r + 1)2 + r2, then Cm × Cn as well as
Cm ✷Cn admits of a decomposition into mn/((r +
1)2 + r2) subgraphs, each isomorphic to the diagonal
array DA(2r + 1,2r + 1).

The foregoing result may be viewed as a packing
Cm × Cn (respectivelyCm ✷Cn) by mn/((r + 1)2 +
r2) vertex-disjoint (and hence edge-disjoint) copies
DA(2r+1,2r+1), that has 4r2 edges. All such copie
thus collectively account for 4r2 ·mn/((r + 1)2 + r2)

edges ofCm × Cn (respectivelyCm ✷Cn), that has
2mn edges. Thus the “efficiency” of this packing
equal to

1

2mn
·
(

4r2 · mn

(r + 1)2 + r2

)
= 2r2

2r2 + 2r + 1

that approaches 100% for larger.

4. Concluding remarks

The Kronecker product and the Cartesian pr
uct have gained prominence by virtue of their app
cations in engineering, computer science and rel
disciplines. Between the two, the latter is relative
simple and intuitive, and hence more widely stu
ied. For example,dG✷H((u, x), (v, y)) is given by
the simple formula ofdG(u, v) + dH (x, y), whereas
dG×H ((u, x), (v, y)) is given by a rather complicate
formula [15].

A number of results with respect to the Kroneck
product are amenable to useful applications. In pa
ular, each ofPm × Pn, Cm × Pn andCm × Cn has a
rich cycle structure [10]. Accordingly, each is respo
sive to applications in areas such as VLSI layout, co
While Cm × Cn andCm ✷Cn are nonisomorphic
(with the sole exception of whenm andn are equal
and odd), they have a similar local structure in that
subgraph induced by anr-ball centered at a particula
vertex is isomorphic to a diagonal array that itself h
proved to be a useful structure [20].
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