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Not a field theory book but the bible on path integrals.
For an historical perspective it is instructive to read
S.S. Schweber, QED and the Men Who Made It: Dyson, Feynman, Schwinger and Tomonaga, 732p., Princeton University Press (1994).
This is a history of how Feynman, Schwinger and Tomonaga learned how to calculate in quantum field theory, and Dyson showed how Feynman rules could be derived.
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## Introduction

The course "Advanced Quantum Field Theory" will build on the course "Quantum Field Theory" taught in Michaelmas Term. It will extend the material covered in this course to interacting theories (including loops) and more realistic theories, which can at least potentially predict experimental results. It will also introduce how to deal with gauge theories.

The basic message that this course tries to convey is:
Quantum field theory is the basic language of particle physics, and also large parts of statistical physics.

Quantum field theory is a subject with many technical complications; we will try to deal with these 'step by step'. It is, however, not a branch of mathematics yet. The lectures will not be rigorous from a pure mathematical point of view.

In quantum field theory, the number of particles involved is potentially infinite, whereas ordinary quantum mechanics deals with states describing one particle or a fixed number of particles. Quantum field theory is quantum mechanics with an infinite number of degrees of freedom. We are dealing with fields $\phi(\vec{x}, t)$ defined on space-time. Quantisation of free fields defines a space of states, or Fock ${ }^{1}$ space:

- a vacuum state $|0\rangle$, which has zero energy,
- single-particle states $|\vec{p}\rangle$, which have energy $E(\vec{p})=\sqrt{\vec{p}^{2}+m^{2}}$,
- multi-particle states $\left|\vec{p}_{1}, \vec{p}_{2}, \ldots, \vec{p}_{n}\right\rangle$, which have energy $E\left(\vec{p}_{1}\right)+\ldots+E\left(\vec{p}_{n}\right)$.
(Note that we use units in which $c=\hbar=1$.)
We introduce creation and annihilation operators $a^{\dagger}(\vec{p}), a(\vec{p})$, such that $|\vec{p}\rangle=a^{\dagger}(\vec{p})|0\rangle$ etc. Fields after quantisation change the number of particles. Whereas the number of particles is conserved in the free theory, interactions can change the number of particles.

Quantisation takes you from fields to particles. (For example, quantising the electromagnetic field leads to photons with energy $E=|\vec{p}|$.)

## 1 Path Integrals

In this first chapter, a different approach to quantum mechanics will be presented, the path integral approach. We start with ordinary quantum mechanics, and the formalism will generalise to quantum field theory.

### 1.1 Standard Approach to Quantum Mechanics

We start from a classical Lagrangian ${ }^{2}$ describing a system with $n$ degrees of freedom $q^{i}, i=$ $1, \ldots, n$

$$
L\left(q^{i}, \dot{q}^{i}\right)
$$

In the Hamiltonian ${ }^{3}$ formalism, we replace $\dot{q}^{i}$ by the conjugate momenta $p_{i}$

$$
p_{i}=\frac{\partial L}{\partial \dot{q}^{i}}, \quad H\left(q^{i}, p_{i}\right)=\dot{q}^{i} p_{i}-L\left(q^{i}, \dot{q}^{i}\right)
$$

On quantisation, the coordinate and momenta become operators $\hat{\boldsymbol{q}}^{i}, \hat{\boldsymbol{p}}_{i}$ satisfying the (equal time) commutation relations

$$
\left[\hat{\boldsymbol{q}}^{i}(t), \hat{\boldsymbol{p}}_{j}(t)\right]=i \hbar \delta_{j}^{i} \hat{\mathbf{1}} .
$$

The generalisation of this in field theory for scalar fields is

$$
[\hat{\boldsymbol{\phi}}(\vec{x}, t), \dot{\hat{\phi}}(\vec{y}, t)]=i \hbar \delta^{(3)}(\vec{x}-\vec{y}) \hat{\mathbf{1}}
$$

[^0](From now on $\hbar=1$ ).
The canonical approach is non-covariant and relativistic invariance is lost because of requiring equal times (and thus picking a preferred frame in which time is measured). LORENTZ ${ }^{4}$ invariance is not manifest in a conspicuous way. That makes it hard to derive perturbation expansions in terms of Feynman ${ }^{5}$ rules.

Feynman invented the path integral approach, which avoids a non-covariant approach, and is equivalent to the standard operator approach. It is better equipped for dealing with gauge theories, for example.

### 1.2 Path Integral in One-Particle Quantum Mechanics

In this section the path integral for a single particle will be derived, given operators $\hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}$ and a classical Hamiltonian

$$
H(q, p)=\frac{p^{2}}{2 m}+V(q)
$$

which corresponds to a quantum mechanical operator

$$
\hat{\boldsymbol{H}}=H(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}),
$$

where $\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}$ satisfy $[\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}]=i \hat{\mathbf{1}}$. The Schrödinger ${ }^{6}$ equation

$$
i \frac{\partial}{\partial t}|\psi\rangle=\hat{\boldsymbol{H}}|\psi\rangle
$$

determines the time evolution of states. The (formal) solution to the SCHRÖDINGER equation is

$$
|\psi(t)\rangle=\exp (-i \hat{\boldsymbol{H}} t)|\psi(0)\rangle
$$

since $\hat{\boldsymbol{H}}$ is independent of time.
We can also consider position states, satisfying

$$
\hat{\boldsymbol{q}}(t)|q, t\rangle=q|q, t\rangle
$$

where $q$ is any real number. We use the convenient normalisation

$$
\left\langle q^{\prime}, t \mid q, t\right\rangle=\delta\left(q^{\prime}-q\right)
$$

Here consider the Schrödinger picture, where states $|\psi(t)\rangle$ depend on time, and operators $\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}$ are fixed. Therefore, the states $\{|q\rangle\}$ are time-independent, and form a basis for any state. We can define a wave function

$$
\psi(q, t)=\langle q \mid \psi(t)\rangle
$$

and acting on wave functions

$$
\hat{\boldsymbol{H}} \rightarrow-\frac{1}{2 m} \frac{d^{2}}{d q^{2}}+V(q)
$$

The path integral approach expresses time evolution of states in terms of possible trajectories of particles. First write the wave function as

$$
\psi(q, t)=\langle q| \exp (-i \hat{\boldsymbol{H}} t)|\psi(0)\rangle
$$

and introduce a complete set of states $\left|q_{0}\right\rangle$, such that

$$
\hat{\mathbf{1}}=\int d q_{0}\left|q_{0}\right\rangle\left\langle q_{0}\right|,
$$

to rewrite this result as

$$
\psi(q, t)=\int d q_{0}\langle q| \exp (-i \hat{\boldsymbol{H}} t)\left|q_{0}\right\rangle\left\langle q_{0} \mid \psi(0)\right\rangle=\int d q_{0} K\left(q, q_{0} ; t\right) \psi\left(q_{0}, 0\right)
$$

[^1]The Schrödinger equation has been converted into an integral expression, where

$$
K\left(q, q_{0} ; t\right):=\langle q| \exp (-i \hat{\boldsymbol{H}} t)\left|q_{0}\right\rangle
$$

Consider the evolution of the wave function over a time interval $0 \leq t \leq T$ and divide this interval up into smaller intervals $0=t_{0}<t_{1}<t_{2}<\ldots<t_{n+1}=T$. (These intervals are not necessarily of equal length, though it may often be convenient to choose them to be so.) Then rewrite

$$
\exp (-i \hat{\boldsymbol{H}} T)=\exp \left(-i \hat{\boldsymbol{H}}\left(t_{n+1}-t_{n}\right)\right) \exp \left(-i \hat{\boldsymbol{H}}\left(t_{n}-t_{n-1}\right)\right) \ldots \exp \left(-i \hat{\boldsymbol{H}} t_{1}\right)
$$

At each $t_{r}$, where $r=1, \ldots, n$, now introduce complete sets of states:

$$
K\left(q, q_{0} ; T\right)=\int \prod_{r=1}^{n}\left(d q_{r}\left\langle q_{r+1}\right| \exp \left(-i \hat{\boldsymbol{H}}\left(t_{r+1}-t_{r}\right)\right)\left|q_{r}\right\rangle\right) \cdot\left\langle q_{1}\right| \exp \left(-i \hat{\boldsymbol{H}} t_{1}\right)\left|q_{0}\right\rangle
$$

where we set $q_{n+1}=q$. That means that the integration goes over all possible values of $q$ at $t_{1}, t_{2}, \ldots, t_{n}$, as the value of $q$ evolves from $q_{0}$ at $t=0$ to $q$ at $t=T$ :


Up to now, the calculation has only been complicated, and there is no straightforward way for an explicit solution of the problem for an arbitrary potential $V(q)$.

We will approximate the factors

$$
\left\langle q_{r+1}\right| \exp (-i \hat{\boldsymbol{H}} \delta t)\left|q_{r}\right\rangle
$$

for sufficiently small $\delta t=t_{r+1}-t_{r}$. But first consider a case where these expressions can be evaluated explicitly, that is free theory, with $V=0$. In fact, the result

$$
K_{0}\left(q, q^{\prime} ; t\right):=\langle q| \exp \left(-i \frac{\hat{\boldsymbol{p}}^{2}}{2 m} t\right)\left|q^{\prime}\right\rangle
$$

is valid for any value of $t$. To show this we use a complete set of momentum states $\{|p\rangle\}$ (i.e. states which satisfy $\hat{\boldsymbol{p}}|p\rangle=p|p\rangle$ ) such that

$$
\hat{\mathbf{1}}=\int \frac{d p}{2 \pi}|p\rangle\langle p| .
$$

A basic result from quantum mechanics is that

$$
\langle q \mid p\rangle=e^{i p \cdot q}
$$

which can be easily obtained by noting that when acting on wave functions, $\hat{\boldsymbol{p}} \rightarrow-i \frac{d}{d q}$. Furthermore,

$$
\left\langle p \mid q^{\prime}\right\rangle=e^{-i p \cdot q^{\prime}}
$$

This means that

$$
K_{0}\left(q, q^{\prime} ; t\right)=\int \frac{d p}{2 \pi}\langle q| \exp \left(-i \frac{\hat{\boldsymbol{p}}^{2}}{2 m} t\right)|p\rangle\left\langle p \mid q^{\prime}\right\rangle=\int \frac{d p}{2 \pi} e^{-i \frac{p^{2}}{2 m} t} e^{i p \cdot\left(q-q^{\prime}\right)}
$$

Upon the substitution $p^{\prime}=p-\frac{m\left(q-q^{\prime}\right)}{t}$ this becomes

$$
K_{0}\left(q, q^{\prime} ; t\right)=e^{i m \frac{\left(q-q^{\prime}\right)^{2}}{2 t}} \int \frac{d p^{\prime}}{2 \pi} e^{-i \frac{p^{\prime 2}}{2 m} t}=e^{i \frac{m\left(q-q^{\prime}\right)^{2}}{2 t}} \sqrt{\frac{m}{2 \pi i t}}
$$

where in the last step the integrand was rotated by $p^{\prime}=e^{-i \frac{\pi}{4}} r$, so that

$$
\int \frac{d p^{\prime}}{2 \pi} e^{-i \frac{\lambda}{2} p^{\prime 2}}=e^{-i \frac{\pi}{4}} \int \frac{d r}{2 \pi} e^{-\frac{\lambda}{2} r^{2}}=\frac{1}{2 \pi} e^{-i \frac{\pi}{4}} \sqrt{\frac{2 \pi}{\lambda}}
$$

Note that in the limiting case $t \rightarrow 0$, we have $K_{0}\left(q, q^{\prime} ; t\right) \rightarrow \delta\left(q-q^{\prime}\right)$, as necessary.
Let us return to our integral expression for $K\left(q, q_{0} ; T\right)$, namely

$$
K\left(q, q_{0} ; T\right)=\int \prod_{r=1}^{n}\left(d q_{r}\left\langle q_{r+1}\right| \exp \left(-i \hat{\boldsymbol{H}}\left(t_{r+1}-t_{r}\right)\left|q_{r}\right\rangle\right) \cdot\left\langle q_{1}\right| \exp \left(-i \hat{\boldsymbol{H}} t_{1}\right)\left|q_{0}\right\rangle\right.
$$

We will in due course take the limit $n \rightarrow \infty$ and $t_{r+1}-t_{r} \rightarrow 0$ for each $r$. We are concerned with finding an approximation for $\exp (-i \hat{\boldsymbol{H}} \delta t)$ for small $\delta t$. One thing to note is that if $\hat{\boldsymbol{A}}$ and $\hat{\boldsymbol{B}}$ are operators, then in general

$$
\exp (\hat{\boldsymbol{A}}+\hat{\boldsymbol{B}}) \neq \exp (\hat{\boldsymbol{A}}) \exp (\hat{\boldsymbol{B}})
$$

In fact, one can obtain an expression

$$
\exp (\hat{\boldsymbol{A}}) \exp (\hat{\boldsymbol{B}})=\exp \left(\hat{\boldsymbol{A}}+\hat{\boldsymbol{B}}+\frac{1}{2}[\hat{\boldsymbol{A}}, \hat{\boldsymbol{B}}]+\ldots\right) .
$$

However, we can say that for small $\epsilon$

$$
\exp (\epsilon(\hat{\boldsymbol{A}}+\hat{\boldsymbol{B}}))=\exp (\epsilon \hat{\boldsymbol{A}}) \exp (\epsilon \hat{\boldsymbol{B}})\left(1+O\left(\epsilon^{2}\right)\right)
$$

since all following terms in the summation include commutators of $\hat{\boldsymbol{A}}$ and $\hat{\boldsymbol{B}}$. This implies

$$
\exp (\hat{\boldsymbol{A}}+\hat{\boldsymbol{B}})=\lim _{n \rightarrow \infty}(\exp (\hat{\boldsymbol{A}} / n) \exp (\hat{\boldsymbol{B}} / n))^{n}
$$

Hence, if $\delta t$ is small, we can write

$$
\exp (-i \hat{\boldsymbol{H}} \delta t)=\exp \left(-i \frac{\hat{\boldsymbol{p}}^{2}}{2 m} \delta t\right) \exp (-i V(\hat{\boldsymbol{q}}) \delta t)\left(1+O\left(\delta t^{2}\right)\right)
$$

and so to leading order as $\delta t \rightarrow 0$,

$$
\left\langle q_{r+1}\right| \exp (-i \hat{\boldsymbol{H}} \delta t)\left|q_{r}\right\rangle=\left\langle q_{r+1}\right| \exp \left(-i \frac{\hat{\boldsymbol{p}}^{2}}{2 m} \delta t\right) \exp (-i V(\hat{\boldsymbol{q}}) \delta t)\left|q_{r}\right\rangle
$$

Because the states $\left|q_{r}\right\rangle$ are eigenstates of the operator $\hat{q}$, the second exponential can actually be factored out:

$$
\begin{aligned}
\left\langle q_{r+1}\right| \exp (-i \hat{\boldsymbol{H}} \delta t)\left|q_{r}\right\rangle & =e^{-i V\left(q_{r}\right) \delta t}\left\langle q_{r+1}\right| \exp \left(-i \frac{\hat{\boldsymbol{p}}^{2}}{2 m} \delta t\right)\left|q_{r}\right\rangle \\
& =\sqrt{\frac{m}{2 \pi i \delta t}} e^{i \frac{1}{2} m\left(\frac{q_{r+1}-q_{r}}{\delta t}\right)^{2} \delta t-i V\left(q_{r}\right) \delta t},
\end{aligned}
$$

using the result derived before.
We return to the task of calculating $K\left(q, q_{0} ; T\right)$, conveniently writing $t_{r+1}-t_{r}=\delta t$, so that the time interval is divided into equal increments:

$$
K\left(q, q_{0} ; T\right)=\int\left(\prod_{r=1}^{n} d q_{r}\right)\left(\frac{m}{2 \pi i \delta t}\right)^{\frac{1}{2}(n+1)} e^{i \sum_{r=0}^{n}\left(\frac{1}{2} m\left(\frac{q_{r+1}-q_{r}}{\delta t}\right)^{2}-V\left(q_{r}\right)\right) \delta t}
$$

The path integral is obtained by considering the limit as $n \rightarrow \infty$ and $\delta t \rightarrow 0$. Firstly in the exponent

$$
\sum_{r=0}^{n}\left(\frac{m}{2}\left(\frac{q_{r+1}-q_{r}}{\delta t}\right)^{2}-V\left(q_{r}\right)\right) \delta t \longrightarrow S[q]
$$

where

$$
S[q]=\int_{0}^{T} d t\left(\frac{1}{2} m \dot{q}^{2}-V(q)\right)=\int_{0}^{T} d t L(q, \dot{q})
$$

Here $L(q, \dot{q})=\frac{1}{2} m \dot{q}^{2}-V(q)$ is the classical Lagrangian and the notation $S[q]$ denotes a dependence on a function $q(t)$ defined on the given interval. While a function assigns a number to a number, $S$ is a functional which assigns a number to a given function, the action. Note that the functions $q(t)$ have the following property

$$
q(0)=q_{0}, \quad q(T)=q
$$

As a formal definition, we also let

$$
\sqrt{\frac{m}{2 \pi i \delta t}} \cdot \prod_{r=1}^{n}\left(\sqrt{\frac{m}{2 \pi i \delta t}} d q_{r}\right) \rightarrow d[q]
$$

The expression $d[q]$ can be given a more precise mathematical meaning in certain situations, but we take the limit as a physicist, not worrying about any mathematical idiosyncrasies which can be very non trivial. If necessary it should be defined by the limit of the discrete product given on the left as $n \rightarrow \infty$ and $\delta t=\frac{T}{n} \rightarrow 0$. What then needs to be done is to show that limit exists for any $V(q)$. However ultimately, we can write for the limit

$$
K\left(q, q_{0} ; T\right)=\langle q| \exp (-i \hat{\boldsymbol{H}} T)\left|q_{0}\right\rangle=\int d[q] e^{i S[q]}
$$

and usually the precise details of the limiting process may be ignored.
The path integral is a sum over all paths between $q$ and $q_{0}$ weighted by $e^{i S}$. It represents the fact that the classical concept of a trajectory has no validity in quantum mechanics; in the double-slit experiment, it is impossible to tell which path a particle has taken that is registered on the screen. Unlike in classical physics, where there usually is a unique path, or at least a finite number of paths, and certainly not a continuous range, we have to take all possible trajectories into account when dealing with quantum mechanics.

This path integral (or functional integral) formalism is an alternative approach to quantum mechanics which in many ways is quite intuitive. To illustrate it in more detail, let us consider an example where the path integral can be carried out explicitly.

### 1.2.1 Example: The Harmonic Oscillator

Consider the potential

$$
V(q)=\frac{1}{2} m \omega^{2} q^{2} .
$$

This is the harmonic oscillator, of course. It is one of basically two solvable problems in quantum mechanics, the second one being the hydrogen atom. ${ }^{7}$ All paths $q(t)$ have the property that

$$
q(0)=q_{0}, \quad q(T)=q
$$

In this case, the classical path will play a role in the evaluation of the path integral. We will expand $q(t)$ about the classical path $q_{c}(t)$, which is defined by obeying

$$
\ddot{q}_{c}+\omega^{2} q_{c}=0, \quad q_{c}(0)=q_{0}, \quad q_{c}(T)=q .
$$

So can we solve this differential equation? The good way to write the solution is the one which is the simplest to write down. All solutions include $\sin \omega t$ and $\cos \omega t$, and one could write the

[^2]solution as a linear combination of these and then work out the prefactors. However it is much nicer to choose instead $\sin \omega t$ and $\sin \omega(T-t) .{ }^{8}$ You can then write down the answer almost by inspection:
$$
q_{c}(t)=\frac{1}{\sin \omega T}\left(q \sin \omega t+q_{0} \sin \omega(T-t)\right)
$$

Clearly this satisfies the differential equation, and it is easy to verify that the boundary conditions are also satisfied.

The action for the particular path is given by

$$
S\left[q_{c}\right]=\frac{1}{2} m \int_{0}^{T} d t\left(\dot{q}_{c}^{2}-\omega^{2} q_{c}^{2}\right)
$$

Integrate this by parts

$$
S\left[q_{c}\right]=\frac{1}{2} m\left[q_{c} \dot{q}_{c}\right]_{0}^{T}-\frac{1}{2} m \int_{0}^{T} d t q_{c}\left(\ddot{q}_{c}+\omega^{2} q_{c}\right)
$$

where the last integral vanishes since $q_{c}$ obeys the equation of motion.
We know what values $q_{c}$ itself takes at $t=0$ and $t=T$ :

$$
S\left[q_{c}\right]=\frac{1}{2} m\left(q \dot{q}_{c}(T)-q_{0} \dot{q}_{c}(0)\right)
$$

Now use the explicit solution for $q_{c}$ to obtain

$$
S\left[q_{c}\right]=m \omega \frac{-2 q q_{0}+\left(q^{2}+q_{0}^{2}\right) \cos \omega T}{2 \sin \omega T}
$$

Note as a consistency check that as $\omega \rightarrow 0$,

$$
S\left[q_{c}\right] \rightarrow \frac{1}{2} m \frac{\left(q-q_{0}\right)^{2}}{T}
$$

We can write a general path as

$$
q(t)=q_{c}(t)+f(t), \quad f(0)=f(T)=0
$$

For $S[q]$ quadratic in $q$ then

$$
S[q]=S\left[q_{c}\right]+S[f]
$$

is exact since as $S[q]$ is stationary at $q=q_{c}$, (if you vary the action, you get the classical equations of motion, that is what the action is for.) there is no linear term in $f$. This is analogous to expanding a function around a minimum, where the first terms in the expansion will be the value of the function at the minimum and a term quadratic in the deviation from the minimum.

We have also assumed that $f$ is small, meaning that only paths close to the classical path will contribute to the integral. Furthermore, we can assume

$$
d[q]=d[f]
$$

which is something which is true for ordinary integrals, namely that $d(x+a)=d x$ for a constant $a$. We can now write that in this particular example,

$$
K\left(q, q_{0} ; T\right)=\int d[q] e^{i S[q]}=e^{i S\left[q_{c}\right]} \int d[f] e^{i S[f]}
$$

Note that the integral is independent of basically $q_{0}$ and $q$, thus all the dependence on the initial and final points is contained in the prefactor. There are various ways to derive the second factor, we use one which is potentially useful later on.

[^3]Expand $f(t)$ in terms of a convenient complete set. We use a Fourier sine series for $f$ :

$$
f(t)=\sum_{n=1}^{\infty} a_{n} \sqrt{\frac{2}{T}} \sin \frac{n \pi t}{T}
$$

The sine functions form an orthonormal basis for functions vanishing at $t=0$ and $t=T$. We can write, integrating by parts, noting $f(0)=f(T)=0$ and using orthonormality,

$$
S[f]=-\frac{1}{2} m \int_{0}^{T} d t f\left(\ddot{f}+\omega^{2} f\right)=\frac{1}{2} m \sum_{n} a_{n}^{2}\left(\frac{n^{2} \pi^{2}}{T^{2}}-\omega^{2}\right)
$$

We assume the relation (if we consider $t_{r}=\epsilon r$, with $\epsilon=T /(n+1)$, then the transformation from $\left\{f\left(t_{r}\right) ; r=1, \ldots, N\right\}$ to $\left\{a_{n} ; n=1, \ldots, N+1\right\}$ is an orthogonal transformation so that $\left.\prod_{r} d f\left(t_{r}\right)=\prod_{n} a_{n}\right)$

$$
d[f]=N \prod_{n=1}^{\infty} d a_{n}
$$

where $N$ is a normalisation constant. We are now in the position to express the integral in the form

$$
\int d[f] e^{i S[f]}=N \prod_{n=1}^{\infty} \int d a_{n} e^{i \frac{m}{2} a_{n}^{2}\left(\frac{n^{2} \pi^{2}}{T^{2}}-\omega^{2}\right)}
$$

The basic integral (solved by rotating the contour) here is

$$
\int_{-\infty}^{\infty} d y e^{\frac{i}{2} \lambda y^{2}}=\sqrt{\frac{2 \pi i}{\lambda}}
$$

It is convenient to write now

$$
\int d[f] e^{i S[f]}=N_{0} \prod_{n=1}^{\infty} \frac{1}{\sqrt{1-\frac{\omega^{2} T^{2}}{n^{2} \pi^{2}}}}
$$

where we have absorbed constant factors like $\left(\prod_{n=1}^{\infty} n\right)^{-1}$ into $N_{0}$. This factor is divergent, but does not depend on any of the critical parameters. (We will not talk about infinities appearing here.) In the free case $\omega=0$, the product is equal to one and we are left with

$$
N_{0}=\sqrt{\frac{m}{2 \pi i T}}
$$

which fixes the normalisation.
What can we say about this infinite product? It can be shown that

$$
\prod_{n=1}^{\infty}\left(1-\frac{\omega^{2} T^{2}}{n^{2} \pi^{2}}\right)=\frac{\sin \omega T}{\omega T}
$$

(Note that both sides have the same zeros as functions of $\omega T$. Furthermore, they both go to one as $\omega T \rightarrow 0$. Several other observations show that both sides have the same behaviour and actually are identical.)
Ultimately,

$$
\int d[f] e^{i S[f]}=\sqrt{\frac{m \omega}{2 \pi i \sin \omega T}}
$$

which is a nice everyday function. The overall result, in all its glory, is the following, namely

$$
K\left(q, q_{0} ; T\right)=\sqrt{\frac{m \omega}{2 \pi i \sin \omega T}} e^{i m \omega \frac{\left(q^{2}+q_{0}^{2}\right) \cos \omega T-2 q q_{0}}{2 \sin \omega T}} .
$$

To check this, note that there are eigenfunctions $|n\rangle$ of $\hat{\boldsymbol{H}}$ with

$$
E_{n}=\left(n+\frac{1}{2}\right) \omega, \quad \hat{\mathbf{1}}=\sum_{n}|n\rangle\langle n| .
$$

A formula which can be obtained by using standard quantum mechanics is

$$
K\left(q, q_{0} ; T\right)=\sum_{n} \psi_{n}(q) \psi_{n}^{*}\left(q_{0}\right) e^{i\left(n+\frac{1}{2}\right) \omega T}
$$

In the situation where $T=-i \tau, \tau \rightarrow \infty$,

$$
2 i \sin \omega T \rightarrow e^{\omega \tau}, \quad 2 \cos \omega T \rightarrow e^{\omega \tau}
$$

We find that

$$
K\left(q, q_{0} ;-i \tau\right) \stackrel{\tau \rightarrow \infty}{\sim} \sqrt{\frac{m \omega}{\pi}} e^{-\frac{1}{2} \omega \tau} e^{-\frac{1}{2} m \omega\left(q^{2}+q_{0}^{2}\right)}=\psi_{0}(q) \psi_{0}^{*}\left(q_{0}\right) e^{-\frac{1}{2} \omega \tau}
$$

In this special case, the result obtained from the path integral calculation is consistent with standard quantum mechanics.

### 1.2.2 A Few Comments

(i) Generally speaking, integrals of the form $\int d x e^{i \lambda x^{2}}$ are rather ill-defined because they do not converge (absolutely). It is much better to consider integrals $\int d x e^{-\lambda x^{2}}$ for $\lambda>0$. The same thing happens with path integrals; note that

$$
S[q]=\int_{0}^{T} d t\left(\frac{1}{2} m \dot{q}^{2}-V(q)\right)
$$

is normally a real quantity. But in order to obtain well-defined integrals, we can consider an analytic continuation of time

$$
t \rightarrow-i \tau, \quad T \rightarrow-i \tau_{1},
$$

so that

$$
\dot{q}^{2} \rightarrow-\left(\frac{d q}{d \tau}\right)^{2}, \quad i S[q] \rightarrow-\int_{0}^{\tau_{1}} d \tau\left(\frac{1}{2} m\left(\frac{d q}{d \tau}\right)^{2}+V(q)\right)
$$

and the path integral becomes

$$
\langle q| \exp (-\hat{\boldsymbol{H}} \tau)\left|q_{0}\right\rangle=\int d[q] e^{-\int_{0}^{\tau_{1}} d \tau\left(\frac{1}{2} m\left(\frac{d q}{d \tau}\right)^{2}+V(q)\right)}
$$

The point about this is that the right-hand side integral has a rigorous definition for a wide class of potentials $V$, subject to the requirement that $V$ is bounded from below.
In many contexts, one considers these integrals with analytic continuation. They first appeared in the context of Brownian ${ }^{9}$ motion.
(ii) The path integral provides a method of making non-perturbative approximations; we will show this for the example of tunnelling. A widely known result from quantum mechanics is that particles can tunnel through a potential barrier. Consider a situation where we have a potential


[^4]We want to calculate the amplitude to get from $q_{0}$ at time $t_{0}$ to $q_{1}$ at time $t_{1}$, eventually taking the limits $t_{0} \rightarrow-\infty$ and $t_{1} \rightarrow \infty$. So use the path integral to evaluate

$$
\left\langle q_{1}\right| \exp \left(-i \hat{\boldsymbol{H}}\left(t_{1}-t_{0}\right)\right)\left|q_{0}\right\rangle .
$$

One way of proceeding with these path integrals is to expand around a classical path

$$
q(t)=q_{c}(t)+f(t),
$$

where the classical path $q_{c}(t)$ satisfies the classical equations and given boundary conditions. This method was used in the example above. In general, there will not necessarily be a classical path; here this is in the case when the total energy is smaller than the maximum of the potential between $q_{0}$ and $q_{1}$. We make use of analytic continuation $t \rightarrow-i \tau$, such that

$$
i S[q]=-\int_{\tau_{0}}^{\tau_{1}} d \tau\left(\frac{1}{2} m\left(\frac{d q}{d \tau}\right)^{2}+V(q)\right)
$$

and we are interested in the limit $\tau_{0} \rightarrow-\infty, \tau_{1} \rightarrow \infty$. (Note that this actually means to choose a different contour in the complex plane to evaluate the integral. This is a method commonly used to evaluate integrals over analytic functions, and we have in fact already used it above. One makes use of this in the "method of steepest descents", for example.) The classical equation for $q_{c}(\tau)$ is now

$$
-m \frac{d^{2}}{d \tau^{2}} q_{c}+V^{\prime}\left(q_{c}\right)=0
$$

integrate this once to get

$$
-\frac{1}{2} m\left(\frac{d q_{c}}{d \tau}\right)^{2}+V\left(q_{c}\right)=E .
$$

This is similar to classical mechanics, but with one sign flipped because of our funny change in time. We want a situation in which as $\tau \rightarrow \pm \infty, q(\tau) \rightarrow q_{0}$ or $q(\tau) \rightarrow q_{1}$, where $V\left(q_{0}\right)=V\left(q_{1}\right)=0$. But if it is smoothly going to these points we must also have

$$
\left.\frac{d q}{d \tau}\right|_{q=q_{0}}=\left.\frac{d q}{d \tau}\right|_{q=q_{1}}=0 \quad \rightsquigarrow E=0 .
$$

In this situation, we can actually solve this, assuming $q_{1}>q_{0}$ and therefore taking the positive square root to get

$$
\frac{d q_{c}}{d \tau}=\sqrt{\frac{2 V\left(q_{c}\right)}{m}} .
$$

Now substitute this in to evaluate $i S\left[q_{c}\right]$ :

$$
i S\left[q_{c}\right]=-2 \int_{-\infty}^{\infty} d \tau V\left(q_{c}\right)=-\int_{q_{0}}^{q_{1}} d q \sqrt{2 m V(q)}
$$

because $d \tau=\frac{d q \sqrt{m}}{\sqrt{2 V(q)}}$ for this solution.
As we have seen in the case of the harmonic oscillator, the dependence of the path integral on the initial and final points is contained in $e^{i S\left[q_{c}\right]}$, so the tunelling amplitude will be proportional to

$$
e^{-\int_{q_{0}}^{q_{1}} d q \sqrt{2 m V(q)}} .
$$

This is an exponential suppression, which is a real quantity, but non-zero in all cases. (It is known as the Gamow ${ }^{10}$ factor.)
The path integral calculation gives the same result as WKB, for example, in a relatively simple way.

[^5](iii) In general, there is no unique correspondence
$$
H(q, p) \longrightarrow \hat{\boldsymbol{H}}=H(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}})
$$
in quantum mechanics, because a product $p q$ can be replaced by
\[

p q \longrightarrow\left\{$$
\begin{array}{l}
\hat{\boldsymbol{p}} \hat{\boldsymbol{q}} \\
\hat{\boldsymbol{q}} \hat{\boldsymbol{p}}
\end{array}
$$,\right.
\]

and these are not equal (since $[\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}] \neq 0$ ). In many problems there are ways to resolve this ambiguity, but it is still there. This is reflected in the path integral, although this is far from obvious. There are more complicated problems where different discretisations of the path integral will give different answers. Although we will not be very concerned with this problem, it is worth bearing in mind it exists.

In due course, we are going to apply the ideas of path integrals to field theories. But first let us do some calculations which will be useful later on.

### 1.3 Gaussian Integrals and Extensions Over Multi-Dimensional Coordinates

Consider a set of coordinates, represented by a column vector

$$
\underline{x}=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n}
$$

and define a scalar product

$$
\underline{x} \cdot \underline{x}^{\prime}=\underline{x}^{T} \underline{x}^{\prime}=\sum_{i=1}^{n} x_{i} x_{i}^{\prime}
$$

Let $\underline{A}$ be a $n \times n$ symmetric positive definite matrix and consider the GaUssian ${ }^{11}$ integral

$$
Z_{\underline{A}}=\int d^{n} x e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}}
$$

This kind of integral is essentially equivalent to free field theory, as will become apparent in due course.

Its evaluation is quite simple: There is an orthogonal matrix $\underline{U}(|\operatorname{det} \underline{U}|=1)$ such that

$$
\underline{U} \underline{A} \underline{U}^{T}=\underline{D}=\left(\begin{array}{ccc}
\lambda_{1} & & 0 \\
& \ddots & \\
0 & & \lambda_{n}
\end{array}\right)
$$

where $\lambda_{i}>0$ for all $i=1, \ldots, n$. It is now quite straightforward, namely let

$$
\begin{gathered}
\underline{x}^{\prime}=\underline{U} \underline{x}, \quad d^{n} x=d^{n} x^{\prime} \\
\Rightarrow Z_{\underline{A}}=\int d^{n} x^{\prime} e^{-\frac{1}{2} \underline{x}^{\prime} \cdot \underline{D} \underline{x}^{\prime}}=\prod_{i=1}^{n} \int d x_{i}^{\prime} e^{-\frac{1}{2} \lambda_{i} x_{i}^{\prime 2}},
\end{gathered}
$$

so the integral factorises because of

$$
\underline{x}^{\prime} \cdot \underline{D} \underline{x}^{\prime}=\sum_{i=1}^{n} \lambda_{i}{x_{i}^{\prime}}^{2}
$$

The generic integral is of the form

$$
\int d x e^{-\frac{1}{2} \lambda x^{2}}=\sqrt{\frac{2 \pi}{\lambda}}
$$

[^6]So now we know the answer

$$
Z_{\underline{A}}=\prod_{i=1}^{n} \sqrt{\frac{2 \pi}{\lambda_{i}}}=\frac{(2 \pi)^{\frac{n}{2}}}{\sqrt{\operatorname{det} \underline{A}}} .
$$

An important generalisations is to the complex case, when we have a column vector

$$
\underline{z}=\left(z_{1}, \ldots, z_{n}\right)^{T} \in \mathbb{C}^{n}
$$

and define a scalar product

$$
\underline{\bar{z}} \cdot \underline{z}^{\prime}=\underline{z}^{\dagger} \underline{z}^{\prime}=\sum_{i=1}^{n} z_{i}^{\prime *} z_{i}^{\prime} .
$$

In general, when $\underline{z}=\underline{x}+i \underline{y}$, we define

$$
d^{2 n} z=d^{n} x d^{n} y
$$

Let us take $\underline{B}$ to be a Hermitian ${ }^{12}$ matrix with positive (real) eigenvalues and consider the GAUSSian integral

$$
Z_{\underline{B}}=\int d^{2 n} z e^{-\underline{z} \cdot \underline{B} \underline{z}} .
$$

In this case, there is a unitary matrix $\underline{U}$ such that

$$
\underline{U} \underline{B} \underline{U}^{\dagger}=\underline{D}=\left(\begin{array}{ccc}
\lambda_{1} & & 0 \\
& \ddots & \\
0 & & \lambda_{n}
\end{array}\right)
$$

where again all $\lambda_{i}>0$. Now the same trick as before applies:

$$
\underline{z}^{\prime}=\underline{U} \underline{z}, \quad d^{2 n} z=d^{2 n} z^{\prime},
$$

and

$$
\underline{\bar{z}}^{\prime} \cdot \underline{D} \underline{z}^{\prime}=\sum_{i=1}^{n} \lambda_{i}\left|z_{i}^{\prime}\right|^{2} .
$$

The basic integral here is

$$
\int d^{2} z e^{-\lambda|z|^{2}}=\int d x d y e^{-\lambda\left(x^{2}+y^{2}\right)}=\frac{\pi}{\lambda} .
$$

(Note that $\int d z$ usually denotes line integrals, where here we integrate over the whole complex plane.) The result in this case is

$$
Z_{\underline{B}}=\frac{\pi^{n}}{\operatorname{det} \underline{B}},
$$

so in this case the determinant of the matrix appears instead of its square root.
As a brief comment, let us consider an $i$ in the exponent

$$
Z_{\underline{A}}=\int d^{n} x e^{-\frac{i}{2} \underline{x} \cdot \underline{A} \underline{x}}=\left(\frac{2 \pi}{i}\right)^{\frac{n}{2}}(\operatorname{det} \underline{A})^{-\frac{1}{2}},
$$

where we have analytically continued each $x$ integral into the complex plane.
Now consider the extension to a linear term in the exponent

$$
Z_{\underline{A}, \underline{b}}=\int d^{n} x e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}+\underline{b} \cdot \underline{x}} .
$$

We can reduce this one to the previous case in the following way. Note that we can write

$$
\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}-\underline{b} \cdot \underline{x}=\frac{1}{2} \underline{x}^{\prime} \cdot \underline{A} \underline{x}^{\prime}-\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b},
$$

[^7]where
$$
\underline{x}^{\prime}=\underline{x}-\underline{A}^{-1} \underline{b} .
$$
(Since the eigenvalues of $\underline{A}$ are assumed to be positive, there is no problem whatsoever in defining the inverse.) With the results obtained above, we then get
$$
Z_{\underline{A}, \underline{b}}=e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}} \cdot \int d^{n} x^{\prime} e^{-\frac{1}{2} \underline{x}^{\prime} \cdot \underline{A} \underline{x}^{\prime}}=e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}} \cdot \frac{(2 \pi)^{\frac{n}{2}}}{\sqrt{\operatorname{det} \underline{A}}} .
$$

The analogous formula in the complex case is

$$
Z_{\underline{B}, \underline{b}}=\int d^{2 n} z e^{-\underline{\bar{z}} \cdot \underline{B} \underline{z}+\underline{\bar{b}} \cdot \underline{z}+\underline{\bar{z}} \cdot \underline{b}}=e^{\underline{\bar{b}} \cdot \underline{\underline{B}}^{-1} \underline{b}} \cdot Z_{\underline{B}} .
$$

Next we will consider how integrals can be expanded and how these expansions can be represented by pictures. This will lead to Feynman graphs.

We will discuss things which are called expectation values:

$$
\langle f(\underline{x})\rangle=\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x f(\underline{x}) e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}} .
$$

In general we are interested in functions which are polynomial in some sense. We will usually assume that all relevant functions may be expanded in a power series, so that we can restrict our considerations to polynomial functions (by linearity). Note that by definition,

$$
\langle 1\rangle=1 .
$$

The major trick we are going to use here is the observation that

$$
f(\underline{x})=\left.f\left(\frac{\partial}{\partial \underline{b}}\right) e^{\underline{b} \cdot \underline{x}}\right|_{\underline{b}=0},
$$

where

$$
\frac{\partial}{\partial \underline{b}} \equiv \underline{\nabla}_{b}=\left(\frac{\partial}{\partial b_{1}}, \ldots, \frac{\partial}{\partial b_{n}}\right)
$$

The observation then follows directly from

$$
\frac{\partial}{\partial \underline{b}} e^{\underline{b} \cdot \underline{x}}=\underline{x} e^{\underline{b} \cdot \underline{x}}
$$

It follows therefore that we have a trick for evaluating the expectation value $\langle f(\underline{x})\rangle$. We can write

$$
\langle f(\underline{x})\rangle=\left.\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x f\left(\frac{\partial}{\partial \underline{b}}\right) e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}+\underline{b} \cdot \underline{x}}\right|_{\underline{b}=\underline{0}}
$$

and take $f$ outside the integral:

$$
\langle f(\underline{x})\rangle=\left.\frac{1}{Z_{\underline{A}, \underline{0}}} f\left(\frac{\partial}{\partial \underline{b}}\right) Z_{\underline{A}, \underline{b}}\right|_{\underline{b}=\underline{0}} .
$$

We can simplify this straight away by substituting in our previous result

$$
\langle f(\underline{x})\rangle=\left.f\left(\frac{\partial}{\partial \underline{b}}\right) e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}}\right|_{\underline{b}=\underline{0}}
$$

This is a very convenient way for working out these expectations.
Let us consider some particular cases:

$$
\begin{aligned}
\left\langle x_{i}\right\rangle & =0 \\
\left\langle x_{i} x_{j}\right\rangle & =\left.\frac{\partial}{\partial b_{i}}\left(\underline{A}^{-1} \underline{b}\right)_{j} e^{\frac{1}{2} \cdot \underline{b} \underline{A}^{-1}} \underline{b}\right|_{\underline{b}=\underline{0}}=A_{i j}^{-1} .
\end{aligned}
$$

We introduce the notation that a component of the inverse of the matrix $\underline{A}$ is represented by a line, whose ends are labelled by $i$ and $j$ :
$\qquad$

A little calculation will show that

$$
\left\langle x_{i_{1}} x_{i_{2}} \ldots x_{i_{n}}\right\rangle=0 \quad \text { for odd } n
$$

and also

$$
\left\langle x_{i} x_{j} x_{k} x_{l}\right\rangle=A_{i j}^{-1} A_{k l}^{-1}+A_{i k}^{-1} A_{j l}^{-1}+A_{i l}^{-1} A_{j k}^{-1} .
$$

(Note that $A_{i j}^{-1}$ denotes the component $i j$ of the matrix $\underline{A}^{-1}$, and not the inverse of the component $i j$ of the matrix $\underline{A}, \underline{A}^{-1}$ is symmetric since $\underline{A}$ is.)
Draw a picture for this case:
$\qquad$ $l$


We can give a diagrammatic picture of how these things work.
The second result can be obtained in a slightly different way: Consider

$$
A_{i k}\left\langle x_{k} x_{j}\right\rangle=\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x A_{i k} x_{k} x_{j} e^{-\frac{1}{2} \underline{x} \cdot \underline{x} \underline{x}}=-\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x x_{j} \frac{\partial}{\partial x_{i}}\left(e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}}\right) .
$$

Integration by parts gives

$$
A_{i k}\left\langle x_{k} x_{j}\right\rangle=\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x\left(\frac{\partial}{\partial x_{i}} x_{j}\right) e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}}=\delta_{i j}
$$

So the matrix $A_{i k}$ acting on $\left\langle x_{k} x_{j}\right\rangle$ gives the identity, which means that (because of symmetry)

$$
\left\langle x_{i} x_{j}\right\rangle=A_{i j}^{-1}
$$

The complex case contains no essential new ideas as compared to the real case, and is summarised here: Let $\underline{B}$ be Hermitian, then

$$
\langle f(\underline{z}, \underline{\bar{z}})\rangle:=\frac{1}{Z_{\underline{B}, \underline{0}}} \int d^{2 n} z f(\underline{z}, \underline{\bar{z}}) e^{-\underline{\bar{z}} \cdot \underline{B} \underline{z}}=\left.\frac{1}{Z_{\underline{B}, \underline{0}}} f\left(\frac{\partial}{\partial \underline{\bar{b}}}, \frac{\partial}{\partial \underline{b}}\right) Z_{\underline{B}, \underline{b}}\right|_{\underline{b}=0} .
$$

One finds that

$$
\left\langle z_{i} \bar{z}_{j}\right\rangle=B_{i j}^{-1}
$$

which is no longer necessarily symmetric in $i$ and $j$. Therefore we denote this by

i.e. we add an arrow to denote which index comes first.

Exercise: Obtain this result by showing that

$$
B_{i k}\left\langle z_{k} \bar{z}_{j}\right\rangle=\delta_{i j}=\left\langle z_{i} \bar{z}_{k}\right\rangle B_{k j}
$$

Generally, to visualise $\left\langle x_{i_{1}} \ldots x_{i_{2 n}}\right\rangle$, we draw $n$ lines linking different points. One can write down diagrammatically what an expectation value is by drawing more and more lines.

### 1.4 Non-Gaussian Integrals and Perturbation Expansions

These integrals will correspond to interacting field theory (whereas the previous Gaussian integrals corresponded to free field theory).
The basic integral in this case is

$$
Z=\frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x e^{-\frac{1}{2} \underline{x} \cdot \underline{x} \underline{x}+\underline{b} \cdot \underline{x}-V(\underline{x})}
$$

where the prefactor conveniently ensures that $\left.Z\right|_{\underline{b}=0, V=0}=1$. We require that the real function $V(\underline{x})$ is bounded below, and also $V(\underline{0})=0$. Now we use the same trick as before:

$$
Z=e^{-V\left(\frac{\partial}{\partial \underline{b}}\right)} \frac{1}{Z_{\underline{A}, \underline{0}}} \int d^{n} x e^{-\frac{1}{2} \underline{x} \cdot \underline{A} \underline{x}+\underline{b} \cdot \underline{x}} .
$$

This is very formal, but for finite integrals there is no real problem in writing down this expression. Substituting in, we get

$$
Z=e^{-V\left(\frac{\partial}{\partial \underline{b}}\right)} e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}}
$$

We can evaluate this by expanding $e^{-V\left(\frac{\partial}{\partial \underline{b}}\right)}$. This will give the rise to a perturbation expansion. However, there is a slightly alternative way of doing it which from some point of view makes the manipulations a little easier. $V$ may be a complicated function.

## Lemma

$$
G\left(\frac{\partial}{\partial \underline{b}}\right) F(\underline{b})=\left.F\left(\frac{\partial}{\partial \underline{x}}\right) G(\underline{x}) e^{\underline{x} \cdot \underline{b}}\right|_{\underline{x}=\underline{0}} .
$$

## Proof

We will show this for a special case: Let $G(\underline{x})=e^{\underline{x} \cdot \underline{\alpha}}, F(\underline{b})=e^{\underline{\beta} \cdot \underline{b}}$. Then the left-hand side is

$$
G\left(\frac{\partial}{\partial \underline{b}}\right) F(\underline{b})=e^{\frac{\partial}{\partial \underline{b}} \cdot \underline{\alpha}} F(\underline{b})=F(\underline{b}+\underline{\alpha})=e^{\underline{\beta} \cdot(\underline{b}+\underline{\alpha})} .
$$

Let us attempt to consider the right-hand side:

$$
\left.F\left(\frac{\partial}{\partial \underline{x}}\right) G(\underline{x}) e^{\underline{x} \cdot \underline{b}}\right|_{\underline{x}=\underline{0}}=\left.e^{\underline{\beta} \cdot \frac{\partial}{\partial \underline{x}}} e^{\underline{x}} \cdot(\underline{\alpha}+\underline{b})\right|_{\underline{x}=\underline{0}}=\left.e^{(\underline{x}+\underline{\beta}) \cdot(\underline{\alpha}+\underline{b})}\right|_{\underline{x}=0}=e^{\underline{\beta} \cdot(\underline{\alpha}+\underline{b})} .
$$

The result is then true for any $F$ and $G$ as one may express $F$ and $G$ as a Fourier series.
Let us apply this to the expression for $Z$, so that

$$
Z=\left.e^{\frac{1}{2} \frac{\partial}{\partial \underline{x}} \cdot \underline{\underline{~}}^{-1} \frac{\partial}{\partial \underline{x}}} e^{-V(\underline{x})+\underline{b} \cdot \underline{x}}\right|_{\underline{x}=\underline{0}}
$$

We get a perturbative expansion by expanding both exponentials, setting for simplicity $\underline{b}=\underline{0}$.
We use the notation

$$
V_{i_{1} i_{2} \ldots i_{k}}=\left.\frac{\partial}{\partial x_{i_{1}}} \frac{\partial}{\partial x_{i_{2}}} \ldots \frac{\partial}{\partial x_{i_{k}}} V(\underline{x})\right|_{\underline{x}=\underline{0}}
$$

where $i_{1}, \ldots, i_{k} \in\{1, \ldots, n\}$. The first few terms of the expansion are, assuming that $V(\underline{0})=$ $V_{i}(\underline{0})=0$,

$$
\begin{aligned}
Z= & 1-\frac{1}{2} A_{i j}^{-1} V_{i j}-\frac{1}{8} A_{i j}^{-1} A_{k l}^{-1} V_{i j k l}+\frac{1}{8} A_{i j}^{-1} V_{i j} A_{k l}^{-1} V_{k l}+\frac{1}{4} V_{i j} A_{i k}^{-1} A_{j l}^{-1} V_{k l} \\
& +\frac{1}{8} V_{i j k} A_{i j}^{-1} A_{k l}^{-1} A_{m n}^{-1} V_{l m n}+\frac{1}{12} V_{i j k} A_{i l}^{-1} A_{j m}^{-1} A_{k n}^{-1} V_{l m n}+\ldots
\end{aligned}
$$

These expressions are not very transparent; you just have proliferations of indices, it is hard to see what is going on.

Diagrammatic interpretation:
We represent $A_{i j}^{-1}$ by a line joining the points $i$ and $j$, as before, and $-V_{i_{1} i_{2} \ldots i_{k}}$ by a vertex joining $k$ lines, e.g.


Then we can associate the terms shown above in the expansion of $Z-1$ with the diagrams


Diagrams like the third one are called disconnected. In general, all these diagrams are called vacuum diagrams, since there are no external lines. Check the following holds for all connected diagrams:

$$
L=I-V+1
$$

where $L$ is the number of (closed loops), $I$ is the number of internal lines and $V$ is the number of vertices.

Let us summarise the Feynman rules for diagrammatic expressions of integrals of this type:

- Lines, with end points labelled by $i$ and $j$, represent $A_{i j}^{-1}$.
- Vertices represent $-V_{i_{1} \ldots i_{k}}$.
- Contract all indices.

Now take the general case $\underline{b} \neq \underline{0}$; let us see how this is modified. We can now always maintain $V_{i}(\underline{0})=0$ for all $i$ by redefining $V(\underline{x})$, absorbing all contributions into $\underline{b}$. We introduce external lines

$$
\longrightarrow b_{i}
$$

associated with one $b_{i}$. The first terms in the expansion which will now also contribute are

$$
\begin{gathered}
\ldots \frac{1}{2} b_{i} A_{i j}^{-1} b_{j}-\frac{1}{6} b_{i} b_{j} b_{k} A_{i l}^{-1} A_{j m}^{-1} A_{k n}^{-1} V_{l m n}-\frac{1}{2} b_{i} b_{j} A_{i k}^{-1} A_{j l}^{-1} V_{k l}+\ldots \\
\frac{1}{2} \longleftrightarrow+\frac{1}{6}
\end{gathered}
$$

In all of these expressions, all lines are attached to external lines, there are no superfluous indices. Of course, the complexity increases quite dramatically as one proceeds. Diagrams such as those just described which have no loops are called tree diagrams vacuum diagrams always have loops). A one loop diagram with two external lines is

$$
\ldots+\frac{1}{4} b_{i} b_{j} A_{i k}^{-1} A_{j l}^{-1} V_{k m n} V_{l p q} A_{m p}^{-1} A_{n q}^{-1}+\ldots
$$



For each diagram it is necessary to also include an associated coefficient $\frac{1}{S}$, where $S$ is termed the symmetry factor of the diagram. Each diagram or graph has a symmetry group which is defined as the group formed by non trivial permutations of the indices associated with the vertices $V_{i j}=V_{(i j)}, V_{i j k}=V_{(i j k)}, \ldots$ which leave the expression corresponding to the diagram unchanged (trivial permutations are those which are just a different relabelling of all the indices, which are just summed over dummy variables). $S$ is then the order of the symmetry group, it may be identified with the number of ways lines and vertices may be commuted, leaving the diagram invariant. For instance, the second diagram in the sum above has $S=3!=6$, since all three lines can be commuted. The last diagram has $S=4$, since both external lines can be commuted, as well as the lines in the middle. It takes some experience to work these factors out in practice, and it is always worth trying to check the results, for it is not very difficult to get these things wrong. To actually prove that the coefficient is indeed $\frac{1}{S}$ is less straightforward, but you see how it works in particular cases.

Now consider a couple of special cases, just to verify how this works: Let $\underline{b}=\underline{0}$ and $V_{i_{1} \ldots i_{k}}=0$ for $k \geq 3$. If we represent the second derivatives of $V$ by an $(n \times n)$ matrix $\bar{V}^{\prime \prime}$, the result you can write is

$$
Z=1-\frac{1}{2} \operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}\right)+\frac{1}{8}\left(\operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}\right)\right)^{2}+\frac{1}{4} \operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime} \underline{A}^{-1} \underline{V}^{\prime \prime}\right)+\ldots
$$

where $\operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}\right)=A_{i j}^{-1} V_{j i}^{\prime \prime}$, of course. But the problem can also be solved exactly, with the exact result being given by

$$
\begin{aligned}
Z & =\frac{1}{Z_{\underline{A}}} \int d^{n} x e^{-\frac{1}{2} \underline{x} \cdot\left(\underline{A}+\underline{V}^{\prime \prime}\right) \underline{x}}=\frac{1}{Z_{\underline{A}}}(2 \pi)^{\frac{n}{2}}\left(\operatorname{det}\left(\underline{A}+\underline{V}^{\prime \prime}\right)\right)^{-\frac{1}{2}} \\
& =\left(\operatorname{det} \underline{A}^{-1} \cdot \operatorname{det}\left(\underline{A}+\underline{V}^{\prime \prime}\right)\right)^{-\frac{1}{2}}=\left(\operatorname{det}\left(I+\underline{A}^{-1} \underline{V}^{\prime \prime}\right)\right)^{-\frac{1}{2}}
\end{aligned}
$$

where $(\operatorname{det} \underline{M})^{-1}=\operatorname{det}\left(\underline{M}^{-1}\right)$ and $\operatorname{det}(\underline{M} \cdot \underline{N})=\operatorname{det} \underline{M} \cdot \operatorname{det} \underline{N}$. was used.
For any (diagonalisable) matrix $\underline{M}$, we have the following identity

$$
\log \operatorname{det} \underline{M}=\operatorname{tr} \log \underline{M},
$$

which follows from the observation that the determinant of a matrix is the product of its eigenvalues and a logarithm of a product is the sum of logarithms. For an eigenvalue $\lambda_{i}=0$, the identity becomes singular.

We use this identity and the expansion $\log (1+x)=x-\frac{x^{2}}{2}+\ldots$ to obtain an expansion for $Z$ :

$$
\begin{aligned}
Z & =e^{-\frac{1}{2} \log \operatorname{det}\left(I+\underline{A}^{-1} \underline{V}^{\prime \prime}\right)}=e^{-\frac{1}{2} \operatorname{tr} \log \left(I+\underline{A}^{-1} \underline{V}^{\prime \prime}\right)} \\
& =e^{-\frac{1}{2} \operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}+\frac{1}{4}\left(\underline{A}^{-1} \underline{V}^{\prime \prime} \underline{A}^{-1} \underline{V}^{\prime \prime}\right)+\ldots\right)} \\
& =1-\frac{1}{2} \operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}\right)+\frac{1}{8}\left(\operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime}\right)\right)^{2}+\frac{1}{4} \operatorname{tr}\left(\underline{A}^{-1} \underline{V}^{\prime \prime} \underline{A}^{-1} \underline{V}^{\prime \prime}\right)+\ldots
\end{aligned}
$$

so we have reproduced the previous result.
Note that we can also consider $\underline{b} \neq \underline{0}$, where only the second derivatives of $V$ are non-zero (as before). We will get additional terms (only second order in $b$ )

$$
\frac{1}{2} \circ \quad+\frac{1}{2} \circ \quad \circ+\frac{1}{2} \circ \quad \circ \quad \circ \cdots
$$

corresponding to

$$
\frac{1}{2} b_{i}\left(A_{i j}^{-1}-A_{i k}^{-1} V_{l k}^{\prime \prime} A_{l j}^{-1}+\ldots\right) b_{j}=\frac{1}{2} b_{i}\left(A+V^{\prime \prime}\right)_{i j}^{-1} b_{j}
$$

where the expansion arises from a geometric series and the final line is an exact result. The series must reproduce what we would expect, recall that

$$
Z_{\underline{A}, \underline{b}}=e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}} \cdot \frac{(2 \pi)^{\frac{n}{2}}}{\sqrt{\operatorname{det} \underline{A}}} .
$$

To draw a connection to field theory, we need to consider the following integral with a complex exponent:

$$
\int d^{n} x e^{-i\left(\frac{1}{2} x_{i} A_{i j} x_{j}+V(\underline{x})\right)} .
$$

In this case the Feynman rules are slightly modified, namely that

- Lines, with end points labelled by $i$ and $j$, represent $-i A_{i j}^{-1}$.
- Vertices represent $-i V_{i_{1} \ldots i_{k}}$.

The symmetry factors are unchanged.
Feynman diagrams provide a very convenient shorthand for expressing expansions of integrals of the exponential form which defines $Z$. The expansion makes sense only when $V$ is small, of course, and in general gives only an asymptotic series, the actual radius of convergence is zero.

Up to this point we have played around with toy problems, path integrals in standard quantum mechanics and calculated some integrals. The motivation for this is to extend all these ideas to quantum fields, which is what we will now do.

## 2 Functional Methods in Quantum Field Theory

### 2.1 Free Scalar Field Theory

We usually have a scalar field

$$
\phi(x)=\phi(\vec{x}, t) .
$$

Our convention for the Minkowski ${ }^{13}$ metric is

$$
\eta_{\mu \nu}=\operatorname{diag}(-1,+1, \ldots,+1)
$$

The LagRangian density for free field theory is given by

$$
\mathcal{L}_{0}=-\frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-\frac{1}{2} m^{2} \phi^{2}=\frac{1}{2} \dot{\phi}^{2}-\frac{1}{2}(\vec{\nabla} \phi)^{2}-\frac{1}{2} m^{2} \phi^{2},
$$

which leads to the action

$$
S_{0}[\phi]=\int d^{d} x \mathcal{L}_{0}=-\int d^{d} x\left(\frac{1}{2} \phi(x) \triangle \phi(x)\right)
$$

by integration by parts, where

$$
\triangle \equiv-\square+m^{2}=\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}+m^{2}
$$

is the Klein-Gordon operator. Note that we take the number of dimensions to be $d$, which can generally take any value. The classical equation of motion is

$$
\triangle \phi=0,
$$

the Klein-Gordon ${ }^{14}$ equation. It was actually discovered by Schrödinger, but because of problems arising in standard quantum mechanics he then tried to find a differential equation which was first order in time. However, it is perfectly o.k. when you move to quantum field theory.

We can define a quantum field theory, instead of by using the classical approach of going to the Hamiltonian formalism and then imposing certain commutation relations for fields and conjugate momenta, through a functional integral:

$$
Z[J]=\int d[\phi] e^{i S_{0}[\phi]+i \int d^{d} x J(x) \phi(x)} .
$$

Square brackets, as usually, denote that $Z$ is a functional, depending on a function $J(x) . J$ is sometimes referred to as a source, like an external current in classical electrodynamics. Formally,

$$
d[\phi]=\prod_{x} d \phi(x) .
$$

We sort of define it in the following way

$$
\prod_{x} d \phi(x) \approx \lim _{a \rightarrow 0} \prod_{i} d \phi\left(x_{i}\right)
$$

where the points $x_{i}$ belong to a lattice of size $a$. One will first consider a finite volume for this lattice, then take the limit of infinite volume. This is the same approach as in one-dimensional quantum mechanics, where we divided a time interval into smaller intervals, taking the limit of the size of the steps going to zero.

We introduce the idea of a functional derivative, defined by the essential rule

$$
\frac{\delta J(y)}{\delta J(x)}=\delta^{d}(x-y)
$$

[^8]together with the usual LeIbNiz and chain rules for differentiation.
This means that for instance,
$$
\frac{\delta}{\delta J(x)} e^{i \int d^{d} x J(x) \phi(x)}=i \phi(x) e^{i \int d^{d} x J(x) \phi(x)} .
$$

Note that

$$
\frac{\delta}{\delta \phi(x)} S_{0}[\phi]=-\triangle \phi(x)
$$

since $\delta S_{0}[\phi]=-\int d^{d} x \delta \phi(x) \triangle \phi(x)$.
In order to evaluate the functional integral, we replace

$$
S_{0}[\phi]+\int d^{d} x J(x) \phi(x)=S_{0}\left[\phi^{\prime}\right]+\frac{1}{2} \int d^{d} x J(x) \triangle^{-1} J(x),
$$

where $\phi^{\prime}(x)=\phi(x)-\triangle^{-1} J(x)$; note that then

$$
\begin{aligned}
S_{0}\left[\phi^{\prime}\right] & =-\frac{1}{2} \int d^{d} x\left(\phi(x) \triangle \phi(x)-\phi(x) J(x)+J(x) \triangle^{-1} J(x)-\triangle^{-1} J(x) \triangle \phi(x)\right) \\
& =-\frac{1}{2} \int d^{d} x\left(\phi(x) \triangle \phi(x)-2 \phi(x) J(x)+J(x) \triangle^{-1} J(x)\right)
\end{aligned}
$$

If we choose the normalisation

$$
Z[0]=\int d[\phi] e^{i S_{0}[\phi]}=1
$$

we would then have

$$
Z[J]=e^{\frac{1}{2} i \int d^{d} x J(x) \triangle^{-1} J(x)} .
$$

In principle we have worked out the functional integral, but we need to find $\Delta^{-1}$. $\triangle$ is a differential operator, hence $\Delta^{-1}$ is a Green ${ }^{15}$ 's function. So the next step will be to obtain the inverse of $\triangle$.

Note that our final result is the infinite-dimensional analogue of the result we derived before,

$$
Z_{\underline{A}, \underline{b}}=Z_{\underline{A}} e^{\frac{1}{2} \underline{b} \cdot \underline{A}^{-1} \underline{b}},
$$

where $\underline{A}^{-1}$ was the inverse of the matrix $\underline{A}$. In this case, we essentially have to solve the equation

$$
-\triangle_{x} \Delta_{F}(x-y)=\delta^{d}(x-y),
$$

so that $\Delta_{F}(x)$ is a Green's function of the operator $\triangle$. We can solve this fairly easily by using Fourier ${ }^{16}$ transformations: We define

$$
\tilde{\Delta}_{F}(p)=\int d^{d} x e^{-i p \cdot x} \Delta_{F}(x)=\int d^{d} x e^{-i p \cdot(x-y)} \Delta_{F}(x-y)
$$

where $p \cdot x=p_{\mu} x^{\mu}$. Multiplying the above equation by $e^{-i p \cdot(x-y)}$ and integrating over all $x$ components gives

$$
-\int d^{d} x e^{-i p \cdot(x-y)} \triangle_{x} \Delta_{F}(x-y)=\int d^{d} x \delta^{d}(x-y) e^{-i p \cdot(x-y)}=1
$$

Since $\triangle_{x}=-\square_{x}+m^{2}$, we can integrate the left-hand side twice by parts, dropping surface terms to obtain

$$
-\int d^{d} x \triangle_{x}\left(e^{-i p \cdot(x-y)}\right) \Delta_{F}(x-y)=-\int d^{d} x\left(p^{2}+m^{2}\right) e^{-i p \cdot(x-y)} \Delta_{F}(x-y)=1
$$

So the equation that you then get is

$$
-\left(p^{2}+m^{2}\right) \tilde{\Delta}_{F}(p)=1
$$

[^9]There is an ambiguity here; there is no unique solution to the above differential equation since one can always add a solution of the homogeneous equation to $\Delta_{F}(x-y)$. We need boundary conditions to make $\Delta_{F}$ unique. The choice

$$
\tilde{\Delta}_{F}(p)=-\frac{1}{p^{2}+m^{2}-i \epsilon},
$$

defines the Feynman propagator, where $\epsilon>0$ guarantees that the denominator will not be zero, and is essentially infinitesimal.

Why is this an appropriate description? To motivate this, let us go back to the original integral

$$
Z[J]=\int d[\phi] e^{-\frac{i}{2} \int d^{d} x\left(\partial^{\mu} \phi(x) \partial_{\mu} \phi(x)+m^{2} \phi^{2}(x)\right)+i \int d^{d} x J(x) \phi(x)} .
$$

This is an integral with a highly oscillating integrand; if we replace $m^{2} \rightarrow m^{2}-i \epsilon$ for positive small $\epsilon$ this will give a factor

$$
e^{-\frac{1}{2} \epsilon \int d^{d} x \phi^{2}(x)}
$$

ensuring convergence of the functional integral. The integration is damped for large $\phi$.
Let us try and analyse $\Delta_{F}(x)$. We can do this by going back to the Fourier transform

$$
i \Delta_{F}(x)=-i \int \frac{d^{d} p}{(2 \pi)^{d}} e^{i p \cdot x} \frac{1}{p^{2}+m^{2}-i \epsilon} .
$$

Defining $E_{\vec{p}}=\sqrt{m^{2}+\vec{p}^{2}}$, we can rewrite

$$
p^{2}+m^{2}-i \epsilon=-\left(p^{0}\right)^{2}+\left(E_{\vec{p}}-i \epsilon\right)^{2} .
$$

Note that this means a re-definition of $\epsilon$, since there will now be a term of $-2 i E_{\vec{p}} \epsilon$ on the right-hand side (and we ignore $\epsilon^{2}$ ). But since the exact magnitude of $\epsilon$ does not matter and we will in both cases get a small negative imaginary quantity appearing on both sides, this is a valid replacement. We obtain the expression

$$
\begin{aligned}
i \Delta_{F}(x) & =i \int \frac{d^{d-1} p}{(2 \pi)^{d-1}} \int \frac{d p^{0}}{2 \pi} e^{-i p^{0} t+i \vec{p} \cdot \vec{x}} \frac{1}{\left(p^{0}\right)^{2}-\left(E_{\vec{p}}-i \epsilon\right)^{2}} \\
& =i \int \frac{d^{d-1} p}{(2 \pi)^{d-1}} \int \frac{d p^{0}}{2 \pi} e^{-i p^{0} t+i \vec{p} \cdot \vec{x}} \frac{1}{2 E_{\vec{p}}}\left(\frac{1}{p^{0}-E_{\vec{p}}+i \epsilon}-\frac{1}{p^{0}+E_{\vec{p}}-i \epsilon}\right)
\end{aligned}
$$

To evaluate the $p^{0}$ integral, close the contour in the complex plane in the upper half or lower half plane such that $e^{-i p^{0} t} \rightarrow 0$. Note that this means that for $t<0$ the contour is closed in the upper half plane, whereas for $t>0$ the contour is closed in the lower half plane (which gives an extra minus sign in the residue because of clockwise orientation):

$$
i \Delta_{F}(x)=i \int \frac{d^{d-1} p}{(2 \pi)^{d-1}} \frac{1}{2 \pi} \frac{1}{2 E_{\vec{p}}} e^{i \vec{p} \cdot \vec{x}}\left(-2 \pi i \theta(t) e^{-i E_{\vec{p}} t}-2 \pi i \theta(-t) e^{i E_{\vec{p}} t}\right)
$$

where $\theta(t)=\left\{\begin{array}{ll}1, & t \geq 0 \\ 0, & t<0\end{array}\right.$ is a step function. Our final result is

$$
i \Delta_{F}(x)=\int \frac{d^{d-1} p}{(2 \pi)^{d-1}} \frac{1}{2 E_{\vec{p}}} e^{i \vec{p} \cdot \vec{x}}\left(\theta(t) e^{-i E_{\vec{p}} t}+\theta(-t) e^{i E_{\vec{p}} t}\right) .
$$

The first term corresponds to positive frequency or positive energy particles going forward in time, the second term corresponds to negative frequency anti-particles (or particles going backwards in time).

We now have the final expression for the generating functional

$$
Z[J]=e^{-\frac{1}{2} \int d^{d} x d^{d} y J(x) i \Delta_{F}(x-y) J(y)}
$$

We define the two-point correlation function to be given by

$$
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle=\left.(-i)^{2} \frac{\delta}{\delta J\left(x_{1}\right)} \frac{\delta}{\delta J\left(x_{2}\right)} Z[J]\right|_{J=0}
$$

a relation which is true for free fields. Explicitly this gives, since $\Delta_{F}(x-y)=\Delta_{F}(y-x)$,

$$
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle=\left.\frac{\delta}{\delta J\left(x_{1}\right)} \int d^{d} x J(x) i \Delta_{F}\left(x-x_{2}\right)\right|_{J=0}=i \Delta_{F}\left(x_{1}-x_{2}\right)
$$

We interpret this diagrammatically as a line joining two points:

$$
x=y
$$

Similarly we define the $n$-point correlation function

$$
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle^{(n)}=\left.(-i)^{n} \frac{\delta}{\delta J\left(x_{1}\right)} \cdots \frac{\delta}{\delta J\left(x_{n}\right)} Z[J]\right|_{J=0} .
$$

This is zero for any odd value of $n$. We can again represent the different contributions by diagrams, e.g. for $n=4$ there will be three contributions:


For free fields, we have the relation

$$
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle=\langle 0| T\left\{\hat{\boldsymbol{\phi}}\left(x_{1}\right) \ldots \hat{\boldsymbol{\phi}}\left(x_{n}\right)\right\}|0\rangle
$$

where $T$ denotes time ordering and $\hat{\boldsymbol{\phi}}$ is the field operator. See the result in the "Quantum Field Theory" course

$$
\langle 0| T\{\hat{\boldsymbol{\phi}}(x) \hat{\boldsymbol{\phi}}(y)\}|0\rangle=i \Delta_{F}(x-y),
$$

which can be derived using the standard expansion $\phi$ in terms of creation operators $\hat{\boldsymbol{a}}_{\vec{p}}^{\dagger}$ and annihilation operators $\hat{\boldsymbol{a}}_{\vec{p}}$.
Free fields, however, are not terribly interesting; we extend these ideas to interacting theory.

### 2.2 Interacting Scalar Field Theory

We include a potential $V(\phi)$ into the action

$$
S[\phi]=\int d^{d} x\left(\mathcal{L}_{0}-V(\phi)\right),
$$

where $\mathcal{L}_{0}$ is the free theory Lagrangian, quadratic in the fields, and we assume the potential to include terms of order $\phi^{3}$ and higher.

Consider what happens when we define the functional integral

$$
Z[J]=\int d[\phi] e^{i S[\phi]+i \int d^{d} x J(x) \phi(x)} .
$$

In due course we will differentiate this with respect to $J$ and define correlation functions. We can define this integral by a perturbation expansion. This can be expressed in terms of Feynman diagrams, and for each diagram there is an amplitude given by the Feynman rules. Feynman diagrams are a pictorial way of expressing a perturbative expansion of integrals like this.

Formally, by the same tricks as previously,

$$
\begin{aligned}
Z[J] & =\left.e^{-i \int d^{d} x V\left(-i \frac{\delta}{\delta J(x)}\right)} Z[J]\right|_{V=0} \\
& =e^{-i \int d^{d} x V\left(-i \frac{\delta}{\delta J(x)}\right)} e^{-\frac{i}{2} \int d^{d} x d^{d} y J(x) \Delta_{F}(x-y) J(y)} \\
& =\left.e^{\frac{i}{2} \int d^{d} x d^{d} y \frac{\delta}{\delta \phi(x)} \Delta_{F}(x-y) \frac{\delta}{\delta \phi(y)}} \cdot e^{i \int d^{d} x(-V(\phi(x))+J(x) \phi(x))}\right|_{\phi=0},
\end{aligned}
$$

where in the first line we have used that $-i \frac{\delta}{\delta J(x)} e^{i \int J \phi}=\phi(x) e^{i \int J \phi}$, and from the second to the third line we have used the infinite-dimensional form the lemma derived in Section 1, namely

$$
G\left[-i \frac{\delta}{\delta J}\right] F[i J]=\left.F\left[\frac{\delta}{\delta \phi}\right] G[\phi] e^{i \int d^{d} x \phi(x) \cdot J(x)}\right|_{\phi=0}
$$

Expand this to get the perturbation expansion; we obtain the Feynman rules:

### 2.2.1 Feynman Rules for Interacting Scalar Field Theory

The Feynman rules to derive correlation functions between different points in spacetime are

- A line between $x$ and $y$ represents a propagator $i \Delta_{F}(x-y)$.
$\qquad$
- A vertex with $n$ lines represents a factor $-i V^{(n)}(0)$, where $V^{(n)}(\phi)=\frac{d^{n}}{d \phi^{n}} V(\phi)$.

- $J(x)$ is represented by a vertex with one outgoing line.
$\qquad$
- Integrate over $x$ for all vertices.

Introduce a symmetry factor $S$ where necessary and divide by $S$.
If we consider an $n$-point correlation function

$$
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle^{(n)}
$$

we have diagrams with $n$ external lines, one for each $x_{i}$, and we drop $J$. The first contributions to $\langle\phi(x) \phi(y)\rangle$ will be


There are slightly alternative versions of the Feynman rules:
Feynman Rules for Momentum Space
Consider

$$
\int d^{d} x_{1} \ldots d^{d} x_{n} e^{i\left(p_{1} x_{1}+\ldots+p_{n} x_{n}\right)}\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle^{(n)}=: F^{(n)}\left(p_{1}, \ldots, p_{n}\right)
$$

which will contain an overall delta function $\delta^{d}\left(\sum_{i} p_{i}\right)$ (energy-momentum conservation).


We make use of the Fourier transform of the Feynman propagator,

$$
i \Delta_{F}(x-y)=\int \frac{d^{d} p}{(2 \pi)^{d}} e^{i p \cdot(x-y)}\left(-\frac{i}{p^{2}+m^{2}-i \epsilon}\right)
$$

and after integrating over the position for each vertex, generating a $\delta$-function, this leads to the following rules:

- For each internal line with associated momentum $k$, add a propagator

$$
\begin{gathered}
-\frac{i}{k^{2}+m^{2}-i \epsilon} . \\
\xrightarrow{\neq}
\end{gathered}
$$

- For an external line with associated momentum $p$, add a propagator $\frac{-i}{p^{2}+m^{2}}$.
- For each vertex with $n$ outgoing lines, add a factor

$$
-i V^{(n)}(0)(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i}\right) .
$$

- Integrate over momenta for all internal lines with measure

$$
\frac{d^{d} k_{i}}{(2 \pi)^{d}} .
$$

Thus for the loop diagram

the vertices will give factors $\delta^{d}\left(p-k_{1}-k_{2}\right)$ and $\delta^{d}\left(k_{1}+k_{2}-p^{\prime}\right)$, so after integration there will be an overall delta function $\delta^{d}\left(p-p^{\prime}\right)$.

Note that the following relation holds for all connected diagrams:

$$
L=I-V+1,
$$

where $L$ is the number of loops, $I$ is the number of internal lines and $V$ is the number of vertices. Let us look at the integrations performed for a particular diagram in momentum space. We have the integral

$$
\int \prod_{i=1}^{I} \frac{d^{d} k_{i}}{(2 \pi)^{d}} \prod_{v=1}^{V}(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i, v}\right)
$$

since there are $I$ momenta associated to internal lines and $V$ vertices where energy-momentum conservation is imposed. There is one overall delta function for overall momentum conservation

$$
(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i}\right),
$$

the sum running over external lines, which is usually factored out.
After then removing all but one the momentum conservation $\delta$-functions there are $I-$ $V+1$ remaining momenta to be integrated over, which is equal to $L$, the number of loops. Furthermore, if we look at the various factors of $i$ and $2 \pi$ in the Feynman integral, we notice that there is a factor of $-i(2 \pi)^{-d}$ for each internal line and a factor of $-i(2 \pi)^{d}$ for each vertex giving in total

$$
\left(-i(2 \pi)^{-d}\right)^{I}\left(i(2 \pi)^{d}\right)^{V}=(-1)^{V}\left(i(2 \pi)^{d}\right)^{1-L} .
$$

We can use this to simplify the Feynman rules in momentum space:

- For each internal line with associated momentum $k$, add a propagator

$$
\frac{1}{k^{2}+m^{2}-i \epsilon}
$$

- For an external line with associated momentum $p$, add a propagator $\frac{-i}{p^{2}+m^{2}}$.
- For each vertex with $n$ outgoing lines, add a factor $-V^{(n)}(0)$.
- Impose momentum conservation at each vertex.
- Add a factor $-i$ for each loop and integrate over undetermined loop momenta $\int \frac{d^{d} k}{(2 \pi)^{d}}$.
- There is an overall factor of $i(2 \pi)^{d}$ times a delta function imposing overall energymomentum conservation.

These rules may seem complicated, but to work them out in practice is quite straightforward. Here are some illustrations.

For the simplest case $n=2$, the diagram

$$
p_{1} \rightarrow p_{2}
$$

corresponds to the amplitude

$$
\frac{1}{p_{1}^{2}+m^{2}}(2 \pi)^{d} \delta^{d}\left(p_{1}+p_{2}\right) .
$$

For a potential with $V^{(4)}(0)=\lambda$, the diagram

corresponds to

$$
\frac{1}{2} \frac{(-i)^{2}}{\left(p_{1}^{2}+m^{2}\right)\left(p_{2}^{2}+m^{2}\right)} i(2 \pi)^{d} \delta^{d}\left(p_{1}+p_{2}\right)(-\lambda)(-i) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}-i \epsilon}
$$

where we have added a symmetry factor of 2 .
For a potential $V$ with $V^{(3)}(0)=g$, the diagram

is associated to the amplitude
$\frac{1}{2} \frac{(-i)^{2}}{\left(p_{1}^{2}+m^{2}\right)\left(p_{2}^{2}+m^{2}\right)} i(2 \pi)^{d} \delta^{d}\left(p_{1}+p_{2}\right)(-g)^{2}(-i) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}-i \epsilon\right)\left(\left(k-p_{1}\right)^{2}+m^{2}-i \epsilon\right)}$.
The guts of these calculations are in terms of doing the integrals. These are both one-loop diagrams. When a diagram has no loops, there are no momentum integrations left.

In general, calculations with one or two loops are quite straightforward, but become rapidly difficult for more loops.

### 2.2.2 Connected and Disconnected Graphs

A connected graph is one in which all lines are linked. Consider

$$
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle^{(4)}
$$

In free theory, there are the following sets of graphs:


These are all disconnected graphs. In interacting theory, we have the following connected graphs:



Of course, there can still be disconnected graphs:


It is sort of obvious that any disconnected graph is composed of connected subgraphs. For instance, in the above examples all disconnected graphs consist of two connected subgraphs. In calculations, one can calculate disconnected graphs by calculating the connected subgraphs and multiplying them together.

Let us now assume for simplicity that $\langle\phi(x)\rangle=0$, and write

$$
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle^{(2)}=\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle_{\text {conn. }}^{(2)} .
$$

By assumption, there are no graphs with one external line; we represent the sum of connected graphs by


Now use this to decompose $\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle^{(4)}$ into connected pieces. This will give

$$
\begin{aligned}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle^{(4)}= & \left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle^{(2)}\left\langle\phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle^{(2)}+2 \text { similar terms } \\
& +\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle_{\text {conn. }}^{(4)} .
\end{aligned}
$$

We can represent this pictorially by



Now we want to discuss the generating functional which does this, i.e. which only gives connected amplitudes. We previously defined $Z[J]$ such that

$$
\left.(-i)^{n} \frac{\delta}{\delta J\left(x_{1}\right)} \cdots \frac{\delta}{\delta J\left(x_{n}\right)} Z[J]\right|_{J=0}=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle^{(n)}
$$

If we now write $Z[J]=e^{i W[J]}$, then $W[J]$ is the generating functional for connected amplitudes. We make the assertion that

$$
\left.(-i)^{n-1} \frac{\delta}{\delta J\left(x_{1}\right)} \ldots \frac{\delta}{\delta J\left(x_{n}\right)} W[J]\right|_{J=0}=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\text {conn. }}^{(n)}
$$

The way to justify this is to show that if we substitute this formula into the first expression, this gives the correct expansion of an $n$-point correlation function $\langle\ldots\rangle$ in terms of connected $m$ point correlation functions $\langle\ldots\rangle_{\text {conn }}$. which represent only connected diagrams. (All graphs with $n$ points can be expressed in terms of connected graphs with $m \leq n$ points.) Mathematically, we express this relation as

$$
\begin{aligned}
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle^{(n)}=\sum_{r=0}^{n-1} \sum_{\left\{i_{1}, \ldots, i_{r}\right\} \subset\{2, \ldots, n\}}\langle & \left\langle\phi\left(x_{1}\right) \phi\left(x_{i_{1}}\right) \ldots \phi\left(x_{i_{r}}\right)\right\rangle_{\text {conn. }}^{(r+1)} \\
& \times\left\langle\phi\left(x_{i_{r+1}}\right) \ldots \phi\left(x_{i_{n-1}}\right)\right\rangle^{(n-r-1)},
\end{aligned}
$$

where the second sum runs over all subsets of $\left\{i_{1}, \ldots, i_{r}\right\} \in\{2, \ldots, n\}$ which contain $r$ elements, and we define $\left\{i_{r+1}, \ldots, i_{n-1}\right\}=\{2, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{r}\right\}$. This means that we pick one preferred line corresponding to $x_{1}$, and sum over all connected graphs including $x_{1}$ with between one and $n$ external lines, multiplied by all possible graphs for the remaining external lines. This gives a recursive definition for the left-hand side.

In calculations like these, it is sometimes hard to see the wood for the trees; we will clarify the mathematical expression by drawing appropriate pictures.


 $\ddots$
exclude $i$


We will now show that assuming that $W[J]$ generates all connected graphs, the relation $Z[J]=$ $e^{i W[J]}$ holds. We use the above relation, substituting in our expressions for the $(r+1)$-point
correlation function and the connected $(n-r-1)$-point correlation function in terms of $Z[J]$ and $W[J]$ :

$$
\begin{aligned}
& \left.\frac{\delta}{\delta J\left(x_{1}\right)} \cdots \frac{\delta}{\delta J\left(x_{n}\right)} Z[J]\right|_{J=0} \\
& =\left.\left.i \sum_{r=0}^{n-1} \sum_{\left\{i_{1}, \ldots, i_{r}\right\} \subset\{2, \ldots, n\}} \frac{\delta}{\delta J\left(x_{1}\right)} \frac{\delta}{\delta J\left(x_{i_{1}}\right)} \cdots \frac{\delta}{\delta J\left(x_{i_{r}}\right)} W[J]\right|_{J=0} \cdot \frac{\delta}{\delta J\left(x_{\left.i_{r+1}\right)}\right)} \cdots \frac{\delta}{\delta J\left(x_{\left.i_{n-1}\right)}\right)} Z[J]\right|_{J=0} \\
& =\frac{i}{(n-1)!} \sum_{\substack{\text { permutations } \\
(2, \ldots, n)}} \sum_{r=0}^{n-1}\binom{n-1}{r} \\
& \quad \times\left.\left.\frac{\delta}{\delta J\left(x_{1}\right)} \frac{\delta}{\delta J\left(x_{i_{1}}\right)} \cdots \frac{\delta}{\delta J\left(x_{i_{r}}\right)} W[J]\right|_{J=0} \cdot \frac{\delta}{\delta J\left(x_{i_{r+1}}\right)} \cdots \frac{\delta}{\delta J\left(x_{i_{n-1}}\right)} Z[J]\right|_{J=0} \\
& =\left.i \frac{\delta}{\delta J\left(x_{2}\right)} \cdots \frac{\delta}{\delta J\left(x_{n}\right)}\left(\left(\frac{\delta}{\delta J\left(x_{1}\right)} W[J]\right) Z[J]\right)\right|_{J=0}
\end{aligned}
$$

where in the last line we have used the generalised Leibniz ${ }^{17}$ rule,

$$
\frac{d^{n-1}}{d x^{n-1}}(f(x) \cdot g(x))=\sum_{r=0}^{n-1}\binom{n-1}{r} \frac{d^{r}}{d x^{r}} f(x) \cdot \frac{d^{n-r-1}}{d x^{n-r-1}} g(x),
$$

extended to functional derivatives. After applying this the result is symmetric in $x_{2}, \ldots, x_{n}$ and the sum over permutations then just cancels the $(n-1)$ ! factor. Since the relation is true for arbitrary $n$ it shows that all terms in a TAYLOR ${ }^{18}$ expansion of both sides of

$$
\frac{\delta}{\delta J(x)} Z[J]=i\left(\frac{\delta}{\delta J(x)} W[J]\right) Z[J]
$$

around $J=0$ are the same and hence this holds for any $J$. Finally this is solved by

$$
Z[J]=e^{i W[J]}
$$

This is the relationship between the generating functional for all $n$-point functions and the corresponding functional for connected $n$-point functions.

The overall normalisation of $Z[J]$ is generally chosen such that $Z[0]=1$ (which basically means that $\langle 1\rangle=1$ ) and then $W[0]=0$.

In momentum space, all connected amplitudes have an overall momentum conservation delta function. You can always write

$$
\int d^{d} x_{1} \ldots d^{d} x_{n} e^{i \sum_{i} p_{i} x_{i}}\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\text {conn. }}^{(n)}=i(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i}\right) \tau\left(p_{1}, \ldots, p_{n}\right)
$$

where the function $\tau\left(p_{1}, \ldots, p_{n}\right)$ is defined only for $\sum_{i} p_{i}=0$, and so basically is a function of $n-1$ momenta. In the case $n=2$, we have $\tau(p,-p)$.

### 2.2.3 One Particle Irreducible Graphs

A connected graph is one particle reducible if it can be made disconnected by cutting one (internal) line; otherwise it is one particle irreducible. For example, the graphs


[^10]are one particle reducible, whereas the graph

is one particle irreducible.
As we have seen it is convenient to consider connected graphs only. We notice that since all one particle reducible graphs can be formed from one particle irreducible graphs, we can also consider one particle irreducible graphs only.


Now construct a generating functional for one particle irreducible (short: "1PI") graphs; we will call it $\Gamma$. We seek to find a relation between $W$ and $\Gamma$ to have relations

$$
Z[J] \leftrightarrow W[J] \leftrightarrow \Gamma[\varphi] .
$$

The relationship between $W$ and $\Gamma$ is a little more complicated than the one between $Z$ and $W$. Assume we have $W[J]$, which is defined for any $J(x)$; then a TAYLOR expansion will give $\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\text {conn. }}$. We define

$$
\langle\phi(x)\rangle_{J}=\frac{\delta W[J]}{\delta J(x)}=: \varphi(x) .
$$

We assume that there is an invertible relation between $\varphi$ and $J$, so that we can express $\varphi=\varphi(J)$ and $J=J(\varphi)$ (this is non local so that $\varphi(x)$ does not just depend on $J(x)$ ). Let us also assume that if $J=0$, then $\varphi=0$. Then define $\Gamma[\varphi]$ by

$$
W[J]+\Gamma[\varphi]=\int d^{d} x^{\prime} \varphi\left(x^{\prime}\right) J\left(x^{\prime}\right)
$$

To see what this means, let us differentiate with respect to $\varphi(x)$ :

$$
\frac{\delta}{\delta \varphi(x)} W[J]+\frac{\delta}{\delta \varphi(x)} \Gamma[\varphi]=J(x)+\int d^{d} x^{\prime} \varphi\left(x^{\prime}\right) \frac{\delta J\left(x^{\prime}\right)}{\delta \varphi(x)}
$$

The first term on the left is, by the standard chain rule,

$$
\frac{\delta}{\delta \varphi(x)} W[J]=\int d^{d} x^{\prime} \frac{\delta W[J]}{\delta J\left(x^{\prime}\right)} \frac{\delta J\left(x^{\prime}\right)}{\delta \varphi(x)}=\int d^{d} x^{\prime} \varphi\left(x^{\prime}\right) \frac{\delta J\left(x^{\prime}\right)}{\delta \varphi(x)}
$$

So it cancels with the second term on the right and we are left with

$$
\frac{\delta}{\delta \varphi(x)} \Gamma[\varphi]=J(x)
$$

The relationship between $W$ and $\Gamma$ is sometimes called a LEGENDRE ${ }^{19}$ transformation. (You encounter this in thermodynamics, for example; consider the relationship $F \leftrightarrow E$ between free energy and energy. Given the energy $E(S)$ as a function of entropy, we can define the temperature $T$ by $T=\frac{\partial E}{\partial S}$ and make a Legendre transformation

$$
F(T)=E-T S
$$

[^11]so that $\frac{\partial F}{\partial T}=-S$.)
$\Gamma[\varphi]$ is the generating functional of one particle irreducible graphs.
We need to find a formula for $\frac{\delta}{\delta J(x)}$ in terms of $\frac{\delta}{\delta \varphi(y)}$. We use the chain rule to obtain
$$
\frac{\delta}{\delta J(x)}=\int d^{d} y \frac{\delta \varphi(y)}{\delta J(x)} \frac{\delta}{\delta \varphi(y)}=\int d^{d} y \frac{\delta^{2} W[J]}{\delta J(x) \delta J(y)} \frac{\delta}{\delta \varphi(y)}=i \int d^{d} y G_{2}(x, y) \frac{\delta}{\delta \varphi(y)},
$$
with the definition
$$
G_{n}\left(x_{1}, \ldots, x_{n}\right)=(-i)^{n-1} \frac{\delta}{\delta J\left(x_{1}\right)} \cdots \frac{\delta}{\delta J\left(x_{n}\right)} W[J]
$$
so that $\left.G_{n}\left(x_{1}, \ldots, x_{n}\right)\right|_{J=0}=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\text {conn. }}^{(n)}$. We also introduce the notation
$$
\Gamma_{n}\left(x_{1}, \ldots, x_{n}\right)=-i \frac{\delta}{\delta \varphi\left(x_{1}\right)} \cdots \frac{\delta}{\delta \varphi\left(x_{n}\right)} \Gamma[\varphi] .
$$

Now we claim that $\Gamma[\varphi]$ generates one particle irreducible graphs, i.e.

$$
\left.\Gamma_{n}\left(x_{1}, \ldots, x_{n}\right)\right|_{\varphi=0}=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\mathrm{conn} ., 1 P I}
$$

By using our previously derived formula, we note that

$$
\begin{aligned}
\delta^{d}(x-z) & =\frac{\delta J(z)}{\delta J(x)}=i \int d^{d} y G_{2}(x, y) \frac{\delta}{\delta \varphi(y)} J(z) \\
& =i \int d^{d} y G_{2}(x, y) \frac{\delta^{2}}{\delta \varphi(y) \delta \varphi(z)} \Gamma[\varphi]=-\int d^{d} y G_{2}(x, y) \Gamma_{2}(y, z)
\end{aligned}
$$

Now, $G_{2}(x, y)$ and $\Gamma_{2}(z, y)$ are essentially like matrices with continuous indices $x, y, z$; then $\delta^{d}(x-z)$ is essentially the unit matrix. This shows that

$$
G_{2}=-\Gamma_{2}^{-1} .
$$

For further calculations, introduce pictorial representations. Represent $G_{n}$ and $\Gamma_{n}$ by

where we write $W$ for $G_{n}$ and $\Gamma$ for $\Gamma_{n}$, respectively. We have shown that


Note also that from the above formula,

$$
-i \frac{\delta}{\delta J(x)}=\frac{W}{x} \frac{\delta}{\delta \varphi(y)}
$$

Note that $-i \frac{\delta}{\delta J(x)}$ adds an external line to $G_{n}$, while $\frac{\delta}{\delta \varphi(y)}$ adds an external line to $\Gamma_{n}$. Therefore



where we have generalised the standard result for matrices

$$
\frac{d}{d \lambda} \underline{M}^{-1}=-\underline{M}^{-1} \frac{d}{d \lambda} \underline{M}_{\underline{M^{2}}}
$$

to infinite dimensions, so that

$$
\begin{aligned}
\frac{\delta}{\delta \varphi(w)}\left(-\Gamma_{2}(y, z)\right)^{-1} & =\int d^{d} u d^{d} v \Gamma_{2}(y, u)^{-1} \frac{\delta \Gamma_{2}(u, v)}{\delta \varphi(w)} \Gamma_{2}(v, z)^{-1} \\
& =\int d^{d} u d^{d} v \Gamma_{2}(y, u)^{-1} \Gamma_{3}(w, u, v) \Gamma_{2}(v, z)^{-1} \\
& =\int d^{d} u d^{d} v G_{2}(y, u) \Gamma_{3}(w, u, v) G_{2}(v, z) .
\end{aligned}
$$

This gives

$$
G_{3}(x, y, z)=-i \frac{\delta}{\delta J(x)} G_{2}(y, z)=\int d^{d} u d^{d} v d^{d} w G_{2}(x, w) G_{2}(y, u) \Gamma_{3}(w, u, v) G_{2}(v, z)
$$

expressing $G_{3}$ in terms of $\Gamma_{3}$. This can be extended to higher values of $n$, for instance in diagrammatic terms for $n=4$,


All graphs on the right-hand side are one particle reducible graphs.


### 2.3 Fermionic Fields

We proceed to FERMIonic ${ }^{20}$ fields and will develop a formalism to define a quantum field theory for FERMIons in terms of path integrals. The critical difference to BOSonic ${ }^{21}$ fields is that

[^12]FERMIonic fields anti-commute, which is necessary for consistency with relativity and locality. We know how to define functional integrals for Bosonic fields, and we want to construct a framework where we can look at functional integrals in a similar fashion.

To do this we first discuss functions of a finite set of anti-commuting or Grassmann ${ }^{22}$ variables $\left\{\theta_{i}\right\}, i=1, \ldots, n$, which satisfy

$$
\theta_{i} \theta_{j}+\theta_{j} \theta_{i}=0,
$$

for all $i$ and $j$. It follows that for all $i$

$$
\theta_{i}^{2}=0 .
$$

Apart from anti-commuting Grassmann numbers form a vector space, they can be added and multiplied by conventional numbers $a$ so that $a \theta=\theta a$. It follows from $\theta_{i}^{2}=0$ that any function $f(\theta)$ is a finite linear sum

$$
f(\underline{\theta})=a+a_{i} \theta_{i}+\frac{1}{2} a_{i j} \theta_{i} \theta_{j}+\ldots+\frac{1}{n!} a_{i_{1} \ldots i_{n}} \theta_{i_{1}} \theta_{i_{2}} \ldots \theta_{i_{n}}
$$

where we can take the coefficients to be totally antisymmetric, i.e. $a_{i j}=-a_{j i}, a_{i j k}=-a_{j i k}=$ $a_{j k i}$ etc.

We can also define a differentiation operator $\frac{\partial}{\partial \theta_{i}}$ that also anti-commutes

$$
\frac{\partial}{\partial \theta_{i}} \theta_{j}+\theta_{j} \frac{\partial}{\partial \theta_{i}}=\delta_{i j} .
$$

We further need to extend the notion of integration to Grassmann numbers, requiring that for any function $f(\theta)$ it is linear, translation invariant and gives an ordinary number depending on $f$. (We only consider analogues to integrals over all $x \int_{-\infty}^{\infty} d x f(x)$.) By translation invariance we must have

$$
\int d \theta \theta=\int d \theta\left(\theta+\theta_{0}\right)
$$

which means that

$$
\int d \theta=0 .
$$

We can choose a normalisation such that

$$
\int d \theta \theta=1
$$

In consequence, we have for any function

$$
\int d \theta(a+b \theta)=b=\frac{\partial}{\partial \theta}(a+b \theta)
$$

so differentiation and integration is much the same, at least in this case. For $n$ variables $\theta_{i}$ we define an integration measure

$$
d^{n} \theta=d \theta_{n} d \theta_{n-1} \ldots d \theta_{1}
$$

Note that since

$$
d \theta_{i} d \theta_{j}=-d \theta_{j} d \theta_{i}
$$

which is necessary for consistency, the order of the differentials is important. So for a general function $f(\underline{\theta})$,

$$
\int d^{n} \theta f(\underline{\theta})=a_{12 \ldots n}=\frac{1}{n!} \epsilon_{i_{1} i_{2} \ldots i_{n}} a_{i_{1} i_{2} \ldots i_{n}}
$$

where $\epsilon_{i_{1} \ldots i_{n}}$ is the $n$-dimensional antisymmetric symbol with $\epsilon_{12 \ldots n}=1 .{ }^{23}$ Equivalently, we can note that

$$
\int d^{n} \theta \theta_{i_{1}} \ldots \theta_{i_{n}}=\epsilon_{i_{1} i_{2} \ldots i_{n}}
$$

[^13]It is easy to see that with these definitions

$$
\int d^{n} \theta \frac{\partial}{\partial \theta_{i}} f(\underline{\theta})=0
$$

and hence we can integrate by parts, taking into account the anti-commuting properties of the derivative.

For a change of variables $\theta_{i}^{\prime}=A_{i j} \theta_{j}$, where $\underline{A}$ is an $(n \times n)$ matrix:

$$
\begin{aligned}
\int d^{n} \theta f(\underline{A} \underline{\theta}) & =\int d^{n} \theta a_{12 \ldots n} A_{1 i_{1}} \ldots A_{n i_{n}} \theta_{i_{1}} \ldots \theta i_{n} \\
& =a_{12 \ldots n} A_{1 i_{1} \ldots} \ldots A_{n i_{n}} \epsilon_{i_{1} i_{2} \ldots i_{n}}=(\operatorname{det} \underline{A}) \cdot a_{1 \ldots n}=\operatorname{det} \underline{A} \int d^{n} \theta f(\underline{\theta})
\end{aligned}
$$

Let us consider this in terms of $\underline{\theta}^{\prime}=\underline{A} \underline{\theta}$ :

$$
\int d^{n} \theta f\left(\underline{\theta}^{\prime}\right)=\operatorname{det} \underline{A} \int d^{n} \theta^{\prime} f\left(\underline{\theta}^{\prime}\right)
$$

so we obtain the transformation law

$$
d^{n} \theta^{\prime}=d^{n}(A \theta)=(\operatorname{det} \underline{A})^{-1} d^{n} \theta
$$

Note that for Bosonic variables,

$$
d^{n}(A x)=\operatorname{det} \underline{A} \cdot d^{n} x .
$$

$\operatorname{det} A$ is the Jacobian ${ }^{24}$ which appears in this context.

### 2.3.1 Gaussian Integrals for Grassmann Variables

Consider integrals of the following form

$$
\int d^{n} \theta e^{\frac{1}{2} A_{i j} \theta_{i} \theta_{j}}
$$

where $\underline{A}$ is an antisymmetric $(n \times n)$ matrix, i.e. $A_{i j}=-A_{j i}$, where the dimension $n$ is taken to be even and we write $n=2 m$.

To evaluate this we expand the exponential; only the term containing $n$ powers of $\theta$ give a non zero contribution to the integral, i.e. we only need to consider the $m$ th term in the expansion:

$$
\begin{aligned}
\int d^{n} \theta e^{\frac{1}{2} A_{i j} \theta_{i} \theta_{j}} & =\int d^{n} \theta \frac{1}{2^{m} m!} A_{i_{1} i_{2}} \ldots A_{i_{n-1} i_{n}} \theta_{i_{1}} \ldots \theta_{i_{n}} \\
& =\frac{1}{2^{m} m!} A_{i_{1} i_{2}} \ldots A_{i_{n-1} i_{n}} \epsilon_{i_{1} \ldots i_{n}} \equiv \operatorname{Pf}(\underline{A}),
\end{aligned}
$$

where $\operatorname{Pf}(\underline{A})$ is the Pfaffian ${ }^{25}$.
There is a relation between $\operatorname{Pf}(\underline{A})$ and $\operatorname{det} \underline{A}$ : Consider a change of variables $\underline{\theta} \rightarrow \underline{B} \underline{\theta}=\underline{\theta}^{\prime}$ and use the rules for a change of variables to obtain

$$
\operatorname{Pf}(\underline{A})=\int d^{n} \theta^{\prime} e^{\frac{1}{2} A_{i j} \theta_{i}^{\prime} \theta_{j}^{\prime}}=(\operatorname{det} \underline{B})^{-1} \int d^{n} \theta e^{\frac{1}{2} A_{i j} B_{i k} \theta_{k} B_{j l} \theta_{l}}=(\operatorname{det} \underline{B})^{-1} \operatorname{Pf}\left(\underline{B}^{T} \underline{A} \underline{B}\right)
$$

(note that $A_{i j} B_{i k} B_{j l}=\left(\underline{B}^{T} \underline{A} \underline{B}\right)_{k l}$.) This implies

$$
\operatorname{Pf}\left(\underline{B}^{T} \underline{A B}\right)=\operatorname{det} \underline{B} \cdot \operatorname{Pf}(\underline{A})
$$

[^14]A standard result for matrices is that we can find a matrix $\underline{B}$ to put $\underline{A}$ in a standard form, namely that (note that $\underline{B}^{T} \underline{A B}$ is antisymmetric for any matrix $\underline{B}$ ):

$$
\underline{B}^{T} \underline{A} \underline{B}=\left(\begin{array}{ccccccc}
0 & 1 & & & & & \\
-1 & 0 & & & & & \\
& & 0 & 1 & & & \\
& & -1 & 0 & & & \\
& & & & \ddots & & \\
& & & & & 0 & 1 \\
& & & & & -1 & 0
\end{array}\right)=: \underline{J} .
$$

Taking the determinant on both sides we get

$$
(\operatorname{det} \underline{B})^{2} \cdot \operatorname{det} \underline{A}=1 .
$$

Furthermore,

$$
\operatorname{Pf}(\underline{J})=\frac{1}{2^{m} m!} J_{i_{1} i_{2}} \ldots J_{i_{n-1} i_{n}} \epsilon_{i_{1} \ldots i_{n}}=\frac{1}{2^{m} m!} m!2^{m}=1
$$

therefore $\operatorname{det} \underline{B} \cdot \operatorname{Pf}(\underline{A})=1$. Eliminating $\operatorname{det} \underline{B}$ from these relations we get

$$
\operatorname{Pf}(\underline{A})^{2}=\operatorname{det} \underline{A}, \quad \operatorname{Pf}(\underline{A})= \pm \sqrt{\operatorname{det} \underline{A}} .
$$

We may also extend this to the complex case: introducing Grassmann variables $\theta_{i}$ and $\bar{\theta}_{i}$, $i=1, \ldots, n$, where $\bar{\theta}_{i}$ is the conjugate of $\theta_{i}$. We treat $\theta_{i}$ and $\bar{\theta}_{i}$ as independent and assume the rule

$$
\overline{\left(\theta_{i_{1}} \ldots \theta_{i_{n}}\right)}=\bar{\theta}_{i_{n} \ldots} \ldots \bar{\theta}_{i_{1}} .
$$

Furthermore all $\theta_{i}$ anticommute with all $\bar{\theta}_{j}$. Let $\underline{B}$ be a $(n \times n)$ matrix and consider

$$
\int d^{n} \theta d^{n} \bar{\theta} e^{\bar{\theta}_{i} B_{i j} \theta_{j}}
$$

where the integration measure is defined via

$$
d^{n} \theta d^{n} \bar{\theta}=\prod_{i=1}^{n} d \theta_{i} d \bar{\theta}_{i}=d \theta_{1} d \bar{\theta}_{1} \ldots d \theta_{n} d \bar{\theta}_{n}=d \theta_{n} d \bar{\theta}_{n} \ldots d \theta_{1} d \bar{\theta}_{1}
$$

for we can move pairs of Grassmann variables around without picking up minus signs. What is nontrivial, slightly, is that $\bar{\theta}$ is placed to the right of $\theta$ here.
We expand the exponential and keep the $n$th term:

$$
\int d^{n} \theta d^{n} \bar{\theta} e^{\bar{e}_{i} B_{i j} \theta_{j}}=\int d^{n} \theta d^{n} \bar{\theta} \frac{1}{n!}\left(\bar{\theta}_{i} B_{i j} \theta_{j}\right)^{n}=\frac{1}{n!} \epsilon_{i_{1} \ldots i_{n}} \epsilon_{j_{1} \ldots j_{n}} B_{i_{1} j_{1}} \ldots B_{i_{n} j_{n}}=\operatorname{det} \underline{B} .
$$

In general integration for GRASSMANN variables is more an exercise in algebra rather than analysis and in some respects rather formal. However it plays a crucial part in the discussion of quantum field theories with fermion fields which include so-called ghost fields in gauge theories.

### 2.3.2 The Fermionic Oscillator

The harmonic oscillator for FERMIonic fields can be described by introducing creation and annihilation operators $\hat{\boldsymbol{b}}^{\dagger}, \hat{\boldsymbol{b}}$ which satisfy

$$
\hat{\boldsymbol{b}}^{2}=\left(\hat{\boldsymbol{b}}^{\dagger}\right)^{2}=0, \quad\left\{\hat{\boldsymbol{b}}, \hat{\boldsymbol{b}}^{\dagger}\right\}=\hat{\mathbf{1}}
$$

The states are built on a ground state $|0\rangle$ which satisfies

$$
\hat{\boldsymbol{b}}|0\rangle=0
$$

We can define

$$
|1\rangle=\hat{\boldsymbol{b}}^{\dagger}|0\rangle
$$

so that $\hat{\boldsymbol{b}}^{\dagger}|1\rangle=0, \hat{\boldsymbol{b}}|1\rangle=|0\rangle$. We have a two-dimensional space of states which can be expressed in matrix form:

$$
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1} ; \quad \hat{\boldsymbol{b}}^{\dagger}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \quad \hat{\boldsymbol{b}}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
$$

We define a Hamiltonian

$$
\hat{\boldsymbol{H}}=\omega \hat{\boldsymbol{b}}^{\dagger} \hat{\boldsymbol{b}}=\left(\begin{array}{cc}
0 & 0 \\
0 & \omega
\end{array}\right)
$$

We now set up a path integral formalism to describe the system. It is convenient to introduce a Grassmann variable $\theta$. Define states

$$
|\theta\rangle=|0\rangle+\theta|1\rangle, \quad\langle\bar{\theta}|=\langle 0|+\bar{\theta}\langle 1|,
$$

and note that $\left(\theta^{2}=0=\bar{\theta}^{2}\right)$

$$
\hat{\boldsymbol{b}}|\theta\rangle=\theta|\theta\rangle, \quad\langle\bar{\theta}| \hat{\boldsymbol{b}}^{\dagger}=\bar{\theta}\langle\bar{\theta}| .
$$

These are analogous to the states $|z\rangle$ which satisfy $\hat{\boldsymbol{a}}|z\rangle=z|z\rangle$ for the bosonic oscillator. Now we want to express the time evolution between these states

$$
\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} t)|\theta\rangle=\langle 0 \mid 0\rangle+\bar{\theta} \theta\langle 1| e^{-i \omega t}|1\rangle=1+\bar{\theta} \theta e^{-i \omega t}=\exp \left(\bar{\theta} \theta e^{-i \omega t}\right),
$$

in terms of a path integral by breaking up the time interval into small increments, just as we did when we first introduced path integrals. We need a completeness relation, which is given by

$$
\int d \bar{\theta} d \theta e^{\theta \bar{\theta}}|\theta\rangle\langle\bar{\theta}|=\int d \bar{\theta} d \theta e^{\theta \bar{\theta}}(|0\rangle\langle 0|+\theta \bar{\theta}|1\rangle\langle 1|)=|0\rangle\langle 0|+|1\rangle\langle 1|=\hat{\mathbf{1}}
$$

where we dropped mixed terms like $\bar{\theta}|0\rangle\langle 1|$ under the integral because they give no contribution. We can use this to construct the path integral:

$$
\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} t)|\theta\rangle=\int d \bar{\theta}^{\prime} d \theta^{\prime} e^{\theta^{\prime} \bar{\theta}^{\prime}}\langle\bar{\theta}| \exp \left(-i \hat{\boldsymbol{H}}\left(t-t^{\prime}\right)\right)\left|\theta^{\prime}\right\rangle\left\langle\bar{\theta}^{\prime}\right| \exp \left(-i \hat{\boldsymbol{H}} t^{\prime}\right)|\theta\rangle
$$

This shows how to introduce an intermediate set of states to break up the time evolution into smaller parts.

### 2.3.3 Path Integral Formalism for Fermionic Fields

We want to express the exact result for a time evolution amplitude

$$
\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} T)\left|\theta_{0}\right\rangle=1+\bar{\theta} \theta_{0} e^{-i \omega T}=e^{\bar{\theta} \theta_{0} e^{-i \omega T}}
$$

in terms of a path integral, proceeding in a fashion analogous to the Bosonic case. We write $T=(N+1) \epsilon$, being interested in the limit $N \rightarrow \infty, \epsilon \rightarrow 0$. We introduce $N$ sets of intermediate states to obtain

$$
\begin{aligned}
\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} T)\left|\theta_{0}\right\rangle & =\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} \epsilon)\left|\theta_{N}\right\rangle \int\left(\prod_{r=1}^{N} d \bar{\theta}_{r} d \theta_{r} e^{\theta_{r} \bar{\theta}_{r}}\left\langle\bar{\theta}_{r}\right| \exp (-i \hat{\boldsymbol{H}} \epsilon)\left|\theta_{r-1}\right\rangle\right) \\
& \approx \int\left(\prod_{r=1}^{N} d \bar{\theta}_{r} d \theta_{r}\right) e^{i S},
\end{aligned}
$$

where the exponential is

$$
\begin{aligned}
i S & =\sum_{r=1}^{N}\left(\theta_{r} \bar{\theta}_{r}+\bar{\theta}_{r} \theta_{r-1} e^{-i \omega \epsilon}\right)+\bar{\theta} \theta_{N} e^{-i \omega \epsilon} \\
& \approx \sum_{r=1}^{N}\left(\theta_{r} \bar{\theta}_{r}+\bar{\theta}_{r} \theta_{r-1}(1-i \omega \epsilon)\right)+\bar{\theta} \theta_{N}(1-i \omega \epsilon)
\end{aligned}
$$

the approximation being valid for small $\epsilon$. We can rewrite this as

$$
S=\epsilon \sum_{i=1}^{N}\left(i \bar{\theta}_{r} \frac{\theta_{r}-\theta_{r-1}}{\epsilon}-\omega \bar{\theta}_{r} \theta_{r-1}\right)-i \bar{\theta} \theta_{N}
$$

Now we formally take the limit $N \rightarrow \infty, \epsilon \rightarrow 0$; the sum is essentially like the standard definition of an integral:

$$
S \rightarrow \int_{0}^{T} d t(i \bar{\psi}(t) \dot{\psi}(t)-\omega \bar{\psi}(t) \psi(t))-i \bar{\theta} \psi(T)
$$

making the replacements $\theta_{r} \rightarrow \psi\left(t_{r}\right), \bar{\theta}_{r} \rightarrow \bar{\psi}\left(t_{r}\right)$, and where $t_{r}=r \epsilon$ becomes a continuous variable in the limit and we have the conditions $\psi(0)=\theta_{0}, \bar{\psi}(T)=\bar{\theta}$. This is now written as a path integral

$$
\langle\bar{\theta}| \exp (-i \hat{\boldsymbol{H}} T)\left|\theta_{0}\right\rangle=\int d[\bar{\psi}] d[\psi] e^{i S[\psi, \bar{\psi}]}
$$

where the integration runs over all fermion fields $\psi(t), \bar{\psi}(t)$ with $\psi(0)=\theta_{0}, \bar{\psi}(T)=\bar{\theta}$. This is the FERMIonic path integral.

The path integral can be shown to give the required answer for this free example in a direct way: expand $\psi, \bar{\psi}$ about a classical path for which the action $S$ is stationary, treat $\psi$ and $\bar{\psi}$ as independent fields. What are the equations that you get? If you vary $\bar{\psi}$, you get

$$
i \dot{\psi}(t)=\omega \psi(t)
$$

vary $\psi$ to get (using integration by parts)

$$
-i \dot{\bar{\psi}}(t)=\omega \bar{\psi}(t)
$$

We can write down the classical solutions

$$
\psi_{c}(t)=\theta_{0} e^{-i \omega t} ; \quad \bar{\psi}_{c}(t)=\bar{\theta} e^{i \omega(t-T)}
$$

It is an exercise to substitute this in so that the result for the action is

$$
S_{c} \equiv S\left[\psi_{c}, \bar{\psi}_{c}\right]=-i \bar{\theta} \psi_{c}(T)=-i \bar{\theta} \theta_{0} e^{-i \omega T}
$$

Now use the expansion

$$
\psi(t)=\psi_{c}(t)+\xi(t), \quad \bar{\psi}(t)=\bar{\psi}_{c}(t)+\bar{\xi}(t)
$$

and the fact that $S$ is stationary for the classical path (s. above discussion for the Bosonic harmonic oscillator), to state that

$$
S[\psi, \bar{\psi}]=S\left[\psi_{c}, \bar{\psi}_{c}\right]+S[\xi, \bar{\xi}]
$$

Then the path integral will become

$$
\int d[\bar{\psi}] d[\psi] e^{i S[\psi, \bar{\psi}]}=e^{i S_{c}} \int d[\bar{\xi}] d[\xi] e^{i S[\xi, \bar{\xi}]}
$$

Note that the integral is independent of $\theta_{0}, \bar{\theta}$ and basically a constant so that it can be defined to be one. This will yield the result

$$
\int d[\bar{\psi}] d[\psi] e^{i S[\psi, \bar{\psi}]}=e^{i S_{c}}=1+\bar{\theta} \theta_{0} e^{-i \omega T}
$$

and we have reproduced the result derived before.
Note that we can rewrite

$$
S[\psi, \bar{\psi}]=-\int_{0}^{T} d t \bar{\psi} D \psi-i \bar{\theta} \psi(T)
$$

where $D=-i \frac{d}{d t}+\omega$, which is essentially the DIRAC ${ }^{26}$ operator in one dimension. The integral that we have defined to be one is then generally equal to $\operatorname{det} D$.

Let us briefly generalise this to field theory; the essential idea was already contained in the simple example before. We are interested in integrals of the following form

$$
\int d[\bar{\psi}] d[\psi] e^{i S}, \quad S=-\int d^{d} x \bar{\psi} D \psi
$$

where the generalisation is that the Dirac operator in $d$ dimensions is

$$
D=\gamma \cdot \partial+m 1
$$

with the DIRAC matrices $\gamma^{\mu}$ satisfying

$$
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 \eta^{\mu \nu}
$$

(Note that in the convention used herein, $\eta^{00}=-1, \eta^{i j}=\delta^{i j}$.) As before,

$$
\int d[\bar{\psi}] d[\psi] e^{i S}=\operatorname{det} D
$$

and for the free theory we may choose the normalisation such that $\operatorname{det} D=1$.

### 2.3.4 Propagators

This is the situation for free fields. We define a propagator

$$
i S_{F}(x-y)_{\alpha \beta}:=\left\langle\psi_{\alpha}(x) \bar{\psi}_{\beta}(y)\right\rangle=\frac{1}{\operatorname{det} D} \int d[\bar{\psi}] d[\psi] \psi_{\alpha}(x) \bar{\psi}_{\beta}(y) e^{i S}
$$

where $S_{F}$ is the FEynman propagator for FERMIons. Let us follow the same procedure which we considered in the Bosonic case to derive the form of the propagator. Apply the Dirac operator to the propagator, suppressing spinor indices:

$$
\begin{aligned}
-D_{x}\langle\psi(x) \bar{\psi}(y)\rangle & =\frac{1}{\operatorname{det} D} \int d[\bar{\psi}] d[\psi] \frac{\delta S}{\delta \bar{\psi}(x)} e^{i S} \bar{\psi}(y) \\
& =\frac{1}{\operatorname{det} D} \int d[\bar{\psi}] d[\psi](-i)\left(\frac{\delta}{\delta \bar{\psi}(x)} e^{i S}\right) \bar{\psi}(y) \\
& =\frac{1}{\operatorname{det} D} \int d[\bar{\psi}] d[\psi] i e^{i S} \frac{\delta}{\delta \bar{\psi}(x)} \bar{\psi}(y) \\
& =i 1 \delta^{d}(x-y)
\end{aligned}
$$

where we have used the fact that $D_{x} \psi(x)=-\frac{\delta}{\delta \psi(x)} S$ and integrated by parts. We need to solve the differential equation

$$
-D_{x} S_{F}(x-y)=1 \delta^{d}(x-y)
$$

and therefore use Fourier transforms, as before. The Fourier transform is defined by

$$
\tilde{S}_{F}(p)=\int d^{d} x e^{-i p \cdot x} S_{F}(x)
$$

which gives the equation for $\tilde{S}_{F}$

$$
(-i \gamma \cdot p-m 1) \tilde{S}_{F}(p)=1
$$

To solve that we make use of the identity

$$
(-i \gamma \cdot p+m 1)(-i \gamma \cdot p-m 1)=-(\gamma \cdot p)^{2}-m^{2} 1=\left(-p^{2}-m^{2}\right) 1
$$

[^15]so that
\[

$$
\begin{gathered}
\left(-p^{2}-m^{2}\right) \tilde{S}_{F}(p)=-i \gamma \cdot p+m 1, \\
\tilde{S}_{F}(p)=\frac{-i \gamma \cdot p+m 1}{-p^{2}-m^{2}+i \epsilon} .
\end{gathered}
$$
\]

The diagrams representing propagators are drawn as before, with a propagator

$$
\left\langle\psi_{\alpha}(x) \bar{\psi}_{\beta}(y)\right\rangle=i S_{F}(x-y)_{\alpha \beta}
$$

being represented by a line

while a propagator

$$
\left\langle\bar{\psi}_{\gamma}(x) \psi_{\delta}(y)\right\rangle=-i S_{F}(y-x)_{\delta \gamma}
$$

is represented by


Besides the Fermion fields by themselves it is necessary to consider operators formed by products such as $\bar{\psi} M \psi$ where $M$ is some Dirac matrix. The electromagnetic current for charged Fermions is of this form with $M \rightarrow \gamma^{\mu}$. We may then consider correlation functions involving such operators at different points. Even for free fields these are more complicated. For the simplest case of two such operators we obtain

$$
\left\langle\bar{\psi}(x) M \psi(x) \bar{\psi}(y) M^{\prime} \psi(y)\right\rangle=\operatorname{tr}\left(M S_{F}(x-y) M^{\prime} S_{F}(y-x)\right)
$$

using the above results for the propagators for $\psi(x) \bar{\psi}(y)$ and $\psi(y) \bar{\psi}(x)$ where it is also necessary to include also a minus sign to take account of the anti-commuting properties of the Fermion fields. In calculating this result we neglect contributions involving the propagator for $\psi(x) \bar{\psi}(x)$, proportional to $S_{F}(0)$ which is divergent. In terms of Feynman diagrams this result is represented by

which describes a Fermion loop. In general for any Feynman diagram with closed Fermion loops the Feynman rules require that there is an additional minus sign for each such loop.

## 3 Methods of Calculation and Treatment of Divergences in Feynman Amplitudes

### 3.1 Relation to Scattering Amplitudes

We go back to the case of just Bosonic fields, having dealt with Fermionic fields in the last section. Consider the identity

$$
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle=\langle 0| T\left\{\hat{\boldsymbol{\phi}}\left(x_{1}\right) \ldots \hat{\boldsymbol{\phi}}\left(x_{n}\right)\right\}|0\rangle,
$$

where $\hat{\boldsymbol{\phi}}$ denotes the Heisenberg ${ }^{27}$ operator fields.
We would like to be able to talk about scattering amplitudes, which are measurable quantities:

$$
2 \text { particles } \rightarrow \text { many. }
$$

[^16]First of all, we need to find a representation for the case of two particles $\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle$, which incorporates standard field theory and LORENTZ invariance. We use operator methods and look at the operator fields $\hat{\boldsymbol{\phi}}$. We have the momentum operator

$$
\hat{\boldsymbol{P}}^{\mu}=(\hat{\boldsymbol{H}}, \hat{\vec{P}})
$$

with the commutator

$$
\left[\hat{\boldsymbol{P}}_{\mu}, \hat{\boldsymbol{\phi}}(x)\right]=i \partial_{\mu} \hat{\boldsymbol{\phi}}(x) .
$$

In a sense, you can always solve this in terms of the field at the origin

$$
\hat{\boldsymbol{\phi}}(x)=\exp (-i \hat{\boldsymbol{P}} \cdot \hat{\boldsymbol{x}}) \hat{\boldsymbol{\phi}}(0) \exp (i \hat{\boldsymbol{P}} \cdot \hat{\boldsymbol{x}}) .
$$

We assume to have a complete set of states, such that

$$
\hat{\mathbf{1}}=\sum_{n}|n\rangle\langle n| .
$$

Consider the following quantity (for a given $d$-vector $p$ ):

$$
\begin{aligned}
\int d^{d} x\langle 0| \hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)|0\rangle e^{i p \cdot x} & =\sum_{n} \int d^{d} x\langle 0| \hat{\boldsymbol{\phi}}(0)|n\rangle\langle n| \hat{\boldsymbol{\phi}}(x)|0\rangle e^{i p \cdot x} \\
& =\sum_{n} \int d^{d} x e^{i\left(p-P_{n}\right) \cdot x}\langle 0| \hat{\boldsymbol{\phi}}(0)|n\rangle\langle n| \hat{\boldsymbol{\phi}}(0)|0\rangle \\
& \left.=(2 \pi)^{d} \sum_{n} \delta^{d}\left(p-P_{n}\right)|\langle n| \hat{\boldsymbol{\phi}}(0)| 0\right\rangle\left.\right|^{2},
\end{aligned}
$$

where $\hat{\boldsymbol{P}}^{\mu}|0\rangle=0$ and $\hat{\boldsymbol{P}}^{\mu}|n\rangle=P_{n}^{\mu}|n\rangle$ are used. The summation is constrained by virtue of the delta function. There will only be a non-zero contribution if $p^{0}>0$ since the states have positive energy; furthermore it is a LORENTZ scalar and it is convenient to write this as

$$
\int d^{d} x\langle 0| \hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)|0\rangle e^{i p \cdot x}=2 \pi \theta\left(p^{0}\right) \rho\left(-p^{2}\right)
$$

where $\theta\left(p^{0}\right)$ is a step function and $\rho\left(-p^{2}\right)$ is a function which can only be non-zero for $-p^{2}>0$, since $P_{n}{ }^{2}<0$. We also have $\rho\left(-p^{2}\right) \geq 0$.
In a corresponding fashion we also have

$$
\left.\int d^{d} x\langle 0| \hat{\boldsymbol{\phi}}(x) \hat{\boldsymbol{\phi}}(0)|0\rangle e^{i p \cdot x}=(2 \pi)^{d} \sum_{n} \delta^{d}\left(p+P_{n}\right)|\langle n| \hat{\boldsymbol{\phi}}(0)| 0\right\rangle\left.\right|^{2}=2 \pi \theta\left(-p^{0}\right) \rho\left(-p^{2}\right)
$$

These results then allow us to obtain a formula for the time-ordered product by inverting the Fourier transform:

$$
\langle 0| T\{\hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)\}|0\rangle=2 \pi \int \frac{d^{d} p}{(2 \pi)^{d}} e^{-i p \cdot x} \rho\left(-p^{2}\right)\left(\theta\left(-x^{0}\right) \theta\left(p^{0}\right)+\theta\left(x^{0}\right) \theta\left(-p^{0}\right)\right),
$$

which combines the two separate cases for $x^{0}>0$ and $x^{0}<0$ together. In order to separate the dependence on $\rho$ we introduce another integration variable so that:

$$
\langle 0| T\{\hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)\}|0\rangle=2 \pi \int_{0}^{\infty} d \sigma \rho(\sigma) \int \frac{d^{d} p}{(2 \pi)^{d}} e^{-i p \cdot x} \delta\left(p^{2}+\sigma\right)\left(\theta\left(-x^{0}\right) \theta\left(p^{0}\right)+\theta\left(x^{0}\right) \theta\left(-p^{0}\right)\right)
$$

It is now possible to carry out the $p^{0}$ integration using the delta function; we get a contributions for $p^{0}= \pm E_{p}:= \pm \sqrt{\sigma+\vec{p}^{2}}$, but only one contributes in each term because of the step function. This gives

$$
\langle 0| T\{\hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)\}|0\rangle=\int_{0}^{\infty} d \sigma \rho(\sigma) \int \frac{d^{d-1} p}{(2 \pi)^{d-1}} \frac{e^{-i \vec{p} \cdot \vec{x}}}{2 E_{\vec{p}}}\left(\theta\left(-x^{0}\right) e^{i E_{\vec{p}} x^{0}}+\theta\left(x^{0}\right) e^{-i E_{\vec{p}} x^{0}}\right)
$$

Note that this expression is almost identical to our expression for the Feynman propagator for free scalar field theory, so reiterating the calculation we did then we get

$$
\langle 0| T\{\hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)\}|0\rangle=\int_{0}^{\infty} d \sigma \rho(\sigma)(-i) \int \frac{d^{d} p}{(2 \pi)^{d}} \frac{e^{-i p \cdot x}}{p^{2}+\sigma-i \epsilon}
$$

This is a sum of Feynman propagators for different values of $m^{2}$.
The formula is valid for any field theory incorporating the assumption of Lorentz invariance and so on.

We now determine the contribution of a single particle to the sum over states. Remember that the function $\rho\left(-p^{2}\right)$ was defined by

$$
\left.2 \pi \theta\left(p^{0}\right) \rho\left(-p^{2}\right)=\sum_{n}(2 \pi)^{d} \delta^{d}\left(p-P_{n}\right)|\langle n| \hat{\boldsymbol{\phi}}(0)| 0\right\rangle\left.\right|^{2} .
$$

Let $|\vec{P}\rangle$ be a single-particle state, satisfying $-P^{2}=m^{2}$ and $P^{0}>0$. We use the convention for normalisation of single-particle states

$$
\left\langle\vec{P}^{\prime} \mid \vec{P}\right\rangle=(2 \pi)^{d-1}\left(2 E_{\vec{P}}\right) \delta^{d-1}\left(\vec{P}^{\prime}-\vec{P}\right) .
$$

Suppose that

$$
\langle\vec{P}| \hat{\phi}(0)|0\rangle=N
$$

where $N$ is a scalar that only depends on $P^{2}=-m^{2}$, and so is essentially independent on $P$. The contribution to the sum which results from this particular particle may be isolated explicitly:

$$
\sum_{n}|n\rangle\langle n|=\int \frac{d^{d-1} P}{(2 \pi)^{d-1}} \frac{1}{2 E_{\vec{P}}}|\vec{P}\rangle\langle\vec{P}|+\ldots
$$

To find the contribution to $\rho\left(-p^{2}\right)$, consider the following integral, obtained by inserting the above relation into the defining relation for $\rho$ :

$$
\begin{aligned}
\left.\sum_{n}(2 \pi)^{d} \delta^{d}\left(p-P_{n}\right)|\langle n| \hat{\boldsymbol{\phi}}(0)| 0\right\rangle\left.\right|^{2} & \left.=\int \frac{d^{d-1} P}{(2 \pi)^{d-1}} \frac{1}{2 E_{\vec{P}}}(2 \pi)^{d} \delta^{d}(p-P)|\langle\vec{P}| \hat{\boldsymbol{\phi}}(0)| 0\right\rangle\left.\right|^{2} \\
& =N^{2}(2 \pi) \frac{1}{2 E_{\vec{p}}} \delta\left(p^{0}-E_{\vec{p}}\right) \\
& =N^{2} 2 \pi \delta\left(p^{2}+m^{2}\right) \theta\left(p^{0}\right),
\end{aligned}
$$

where $E_{\vec{p}}=\sqrt{m^{2}+\vec{p}^{2}}$. This requires $\rho\left(-p^{2}\right)=\delta\left(p^{2}+m^{2}\right) N^{2}$ or

$$
\rho(\sigma)=\delta\left(\sigma-m^{2}\right) N^{2}
$$

What implication does this have for the time-ordered expression? Consider

$$
\int d^{d} x\langle 0| T\{\hat{\boldsymbol{\phi}}(0) \hat{\boldsymbol{\phi}}(x)\}|0\rangle e^{i p \cdot x}=-i \int_{0}^{\infty} d \sigma \rho(\sigma) \frac{1}{p^{2}+\sigma-i \epsilon} \sim-i \frac{N^{2}}{p^{2}+m^{2}}+\ldots
$$

where $\ldots$ includes contributions whose singularities arise for $-p^{2}>m^{2}$. Note that $\sim$ means that we only consider single-particle contributions; we assume that the single particle is the state with lowest mass in the above sum.
Note that the leading single-particle contribution has a pole at $p^{2}=-m^{2}$, we express this as

describing the pole arising from a single-particle intermediate state.
Let us show how we can now relate the amplitudes including fields to scattering amplitudes. Consider the integral

$$
\int d^{d} x\langle\beta| \hat{\boldsymbol{\phi}}(x)|\alpha\rangle_{\text {conn. }} e^{i p \cdot x}
$$

corresponding to the picture


We have an external line corresponding to $\hat{\phi}$, with an associated momentum $p$. The amplitude contains a factor $\int d^{d} x\langle\phi(0) \phi(x)\rangle e^{i p \cdot x}$ which corresponding to all one particle reducible graphs connected to this external line. As we have seen, this has a pole for $p^{2} \rightarrow-m^{2}$ resulting from the contribution of the single-particle state $|\vec{p}\rangle$, which is only defined for physical momenta such that $-p^{2}=m^{2}$, to the sum over states. Acting on the vacuum state, to the right or to the left, the field $\hat{\boldsymbol{\phi}}$, in a time ordered product, thus creates a single particle state so that

$$
\begin{array}{ll}
\int d^{d} x \hat{\boldsymbol{\phi}}(x)|0\rangle e^{i p \cdot x} \sim-\frac{i}{p^{2}+m^{2}}|\vec{p}\rangle\langle\vec{p}| \hat{\boldsymbol{\phi}}(0)|0\rangle, & p^{0}>0 \\
\int d^{d} x\langle 0| \hat{\boldsymbol{\phi}}(x) e^{i p \cdot x} \sim-\frac{i}{p^{2}+m^{2}}\langle 0| \hat{\boldsymbol{\phi}}(0)|-\vec{p}\rangle\langle-\vec{p}|, & p^{0}<0
\end{array}
$$

as $p^{2} \rightarrow-m^{2}$. A similar result holds also when $\hat{\boldsymbol{\phi}}$ acts on any state $|\alpha\rangle$ to the right, giving $|\alpha, \vec{p}\rangle$, or equivalently on $\langle\beta|$ to the left giving then $\langle\beta,-\vec{p}|$. Hence for the full amplitude there are poles at $-p^{2}=m^{2}$ corresponding to an additional incoming or outgoing particle, with momentum $p$ or $-p$, so that

$$
\begin{aligned}
& \int d^{d} x\langle\beta| \hat{\phi}(x)|\alpha\rangle_{\text {conn. }} e^{i p \cdot x} \\
& \sim\left\{\begin{array}{ll}
-i\langle\beta \mid \alpha, \vec{p}\rangle \frac{1}{p^{2}+m^{2}}\langle\vec{p}| \hat{\phi}(0)|0\rangle=-i\langle\beta \mid \alpha, \vec{p}\rangle \frac{N}{p^{2}+m^{2}} & \text { if } p^{0}>0, \\
-i\langle 0| \hat{\phi}(0)|-\vec{p}\rangle \frac{1}{p^{2}+m^{2}}\langle\beta,-\vec{p} \mid \alpha\rangle=-i\langle\beta,-\vec{p} \mid \alpha\rangle \frac{N}{p^{2}+m^{2}} & \text { if } p^{0}<0,
\end{array} \quad \text { as }-p^{2} \rightarrow m^{2} .\right.
\end{aligned}
$$

Alternatively this can be written as

$$
\langle\beta \mid \alpha, \vec{p}\rangle=\lim _{p^{2} \rightarrow-m^{2}} \frac{i\left(p^{2}+m^{2}\right)}{N} \int d^{d} x\langle\beta| \hat{\boldsymbol{\phi}}(x)|\alpha\rangle e^{i p \cdot x}, \quad p^{0}>0
$$

with a similar result for $\langle\beta,-\vec{p} \mid \alpha\rangle$ when $p^{0}<0$. This can be extended to arbitrarily many initial or final particles. For four the situation looks like this:


The analogous expression is

$$
\int \prod_{i=1}^{4} d^{d} x_{i} e^{i p_{i} \cdot x_{i}}\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle_{\text {conn. }}=i(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i}\right) \tau_{4}\left(p_{1}, p_{2}, p_{3}, p_{4}\right)
$$

We claim that the scattering amplitude for physical particles is given by (e.g.for $p_{1}^{0}, p_{2}^{0}>0$ and $p_{3}^{0}, p_{4}^{0}<0$ )

$$
\left\langle-\vec{p}_{3},-\vec{p}_{4}\right| \hat{\boldsymbol{T}}\left|\vec{p}_{1}, \vec{p}_{2}\right\rangle=\frac{i^{4}}{N^{4}} \lim _{p_{1}^{2}, p_{2}^{2}, p_{3}^{2}, p_{4}^{2} \rightarrow-m^{2}} \prod_{i=1}^{4}\left(p_{i}^{2}+m^{2}\right) \tau_{4}\left(p_{1}, p_{2}, p_{3}, p_{4}\right)
$$

### 3.2 Calculation of Feynman Amplitudes

This is a very broad subject, and there are very complicated methods for very complicated diagrams. We can only touch the surface here. Let us start with a Lagrangian density

$$
\mathcal{L}=-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V(\phi)
$$

The Feynman rules for this theory in momentum space were derived above:

- For each internal line with associated momentum $k$, add a propagator

$$
\frac{1}{k^{2}+m^{2}-i \epsilon} .
$$

- For an external line with associated momentum $p$, add a propagator $\frac{-i}{p^{2}+m^{2}}$.
- For each vertex with $n$ outgoing lines, add a factor $-V^{(n)}(0)$.
- Impose momentum conservation at each vertex.
- Add a factor $-i$ for each loop and integrate over undetermined loop momenta $\int \frac{d^{d} k}{(2 \pi)^{d}}$.
- There is an overall factor of $i(2 \pi)^{d}$ times a delta function imposing overall energymomentum conservation.

For any graph, we denote the number of internal and external lines by $I$ and $E$, the number of $n$-vertices by $V_{n}$, the total number of vertices by $V$, so that $V=\sum_{n} V_{n}$, and the number of loops by $L$.
First of all let us describe a useful trick which simplifies things, the so-called Wick ${ }^{28}$ rotation.

### 3.2.1 Wick Rotation

Note that all propagators have singularities at $k^{2}+m^{2}=0$. The actual Feynman integrals define analytic functions, and one should think of all variables they depend on as being potentially complex. When we get poles in the propagator, these correspond to single-particle states; branch cuts correspond to multi-particle states.
Let us analyse the nature of these poles:

$$
\frac{1}{k^{2}+m^{2}-i \epsilon}=\frac{1}{-\left(k^{0}\right)^{2}+(E-i \epsilon)^{2}}, \quad E=\vec{k}^{2}+m^{2}
$$

where $\epsilon$ has been slightly redefined. This expression has poles at $k^{0}= \pm(E-i \epsilon)$, as we can display in the complex $k_{0}$ plane:

[^17]

We can rotate the $k_{0}$ contour in a standard way to the imaginary axis

$$
k_{0} \rightarrow i k_{d}, \quad \text { where } k_{d} \text { is real. }
$$

You do this for all loop momenta; as long as there are no contributions at infinity you get the same answer. The propagator becomes

$$
\frac{1}{-k_{0}^{2}+\vec{k}^{2}+m^{2}} \rightarrow \frac{1}{k_{d}^{2}+\vec{k}^{2}+m^{2}}, \quad \frac{d^{d} l}{i(2 \pi)^{d}} \rightarrow \frac{d^{d-1} l d l_{d}}{(2 \pi)^{d}},
$$

where $l$ is any loop momentum. We can apply this to any integration and it simplifies calculations since all singularities have been removed. However there are slight caveats.
For the rotation to be consistent, we also have to rotate the external momenta to ensure momentum conservation, so we must require

$$
\left(p_{i}^{E}\right)^{2}>0,
$$

for each external line, and more generally for any subset of external lines

$$
\left(\sum p_{i}^{E}\right)^{2}>0
$$

Wick rotation changes Feynman amplitudes to integrals over Euclidean ${ }^{29}$ space. We avoid discussing singularities when we want to determine the form of some amplitude.
Wick rotation means going from Minkowski to Euclidean space.

### 3.2.2 Appearance of Divergences in Feynman Integrals

Divergences may arise in integrating over $L$ undetermined loop momenta according to the Feynman rules. The basic integral we have to consider is (very schematically)

$$
F=\int \frac{d^{d L} l}{(2 \pi)^{d L}} \frac{1}{k^{2 I}},
$$

where $k=k(l)$ is typically linear in $l$, i.e. $k \sim l+$ other momenta. When does such an integral diverge? Consider for $\alpha>0$ the finite integral

$$
\int_{0}^{\infty} \frac{d x}{(x+\mu)^{\alpha+1}}=\frac{1}{\alpha} \mu^{-\alpha}
$$

This integral is divergent for $\alpha \leq 0$ and the right-hand side expression has a pole at $\alpha=0$. We define the degree of divergence of an integral $F$ by

$$
D=d L-2 I
$$

Evidently, if $D \geq 0$, then the integral $F$ is divergent. In order to rewrite $D$ in a slightly different form, we use the formula, known as EuLER's ${ }^{30}$ formula

$$
L=I-V+1
$$

${ }^{29}$ Euclid of Alexandria (c. 330 BC-c. 275 BC)
${ }^{30}$ Euler, Leonhard (1707-1783)
together with the condition

$$
\sum_{n} n V_{n}=2 I+E
$$

which states that each internal line is connected to two vertices and each external line is connected to one vertex. First we eliminate $I$ from the definition of $D$ to obtain

$$
D=d L-\sum_{n} n V_{n}+E
$$

then from our additional condition:

$$
2 L=\sum_{n} n V_{n}-2 V-E+2 .
$$

Now assuming $d \approx 4$, we add the first line and twice the second line to get the final result

$$
D=(d-4) L+\sum_{n}(n-4) V_{n}-E+4
$$

If the number of dimensions $d$ is indeed equal to four, and we only have an interaction term $V(\phi)=\frac{1}{24} \lambda \phi^{4}$, then

$$
D=4-E
$$

so $D \geq 0$ for $0 \leq E \leq 4$; graphs with more than four external lines are superficially finite, there may however still be divergences from subgraphs. The important thing to notice here is that $D$ is independent of the number of loops; this will result in a renormalisable theory. (The meaning of this word will become apparent in due course.)

In the situation $d \approx 3$, we get the slightly different formula

$$
D=(d-3) L+\sum_{n}\left(\frac{1}{2} n-3\right) V_{n}-\frac{1}{2} E+3
$$

You can combine the formulae in various ways at your personal convenience, and here we have combined them in a way that brings out the point we want to make. For $d=3$ and only a $\phi^{6}$ interaction we get

$$
D=3-\frac{1}{2} E,
$$

that is a divergence for not more than six external lines. Just as in the previous case, the theory will be renormalisable.

We can extend this to more complicated theories, e.g.

$$
\mathcal{L} \sim \phi^{2} \partial \phi+\phi^{4},
$$

which contains vertices

where a vertex of the first type has an associated momentum $k$ because of the derivative appearing in the LAGRANGian. (We need not worry about the details for this point of view.) The basic integral is then of the following form:

$$
\int \frac{d^{d L} l}{(2 \pi)^{d L}} \frac{k^{V_{3}}}{k^{2 I}}
$$

The definition for the quantity $D$ is now

$$
D=d L+V_{3}-2 I=d L-2 V_{3}-4 V_{4}+E
$$

where $I$ was eliminated. The second equation we need now reads

$$
2 L=\underbrace{V_{3}+2 V_{4}}_{\sum_{n} n V_{n}-2 V}-E+2 .
$$

We combine them together to obtain

$$
D=(d-4) L+4-E
$$

and so $D=4-E$ in the case $d=4$. This corresponds to a gauge theory.
For completeness, let us give one example of a non-renormalisable theory: Consider an interaction of the following form

$$
\mathcal{L} \sim \phi^{n-2}(\partial \phi)^{2}, \quad n=2,3 \ldots
$$

which is indeed what you get when you apply the standard rules of quantisation to gravity. We have vertices with an arbitrary number of lines, with two associated momenta:


The basic integral

$$
\int \frac{d^{d L} l}{(2 \pi)^{d L}} \frac{k^{2 V_{n}}}{k^{2 I}}
$$

has the degree of divergence

$$
D=d L+2 V_{n}-2 I=(d-2) L+2
$$

Any graph in this example is divergent if $d \geq 2$ and $D$ increases with $L$..
A few comments:

- For a renormalisable theory, if vertices of a certain type are present, e.g. $V_{3}$ for $d=4$, the degree of divergence is reduced. But for other types of vertices, e.g. if $V_{5} \neq 0$, the theory becomes non-renormalisable.
- It is possible that $D<0$ for a graph but that there are subgraphs with $D \geq 0$; then there are sub-divergences. For instance, consider $\phi^{4}$ theory in four dimensions and a graph with external lines, so that $D=-2$ :


There are subgraphs

which have $D=0$ and are divergent.

We now consider $\phi^{4}$ theory in four dimensions and one- and two-loop graphs. The number of external lines $E$ must be even for any graph in this theory. Vacuum graphs $(E=0)$ may be disregarded. Hence it is sufficient to consider just graphs with two and four external lines to get all divergences.
For one-loop graphs

and the two-loop graphs with $E=2$

where the last one is one-particle reducible corresponding to two one-loop integrals, and for $E=4$



### 3.3 Regularisation

The critical thing to realise is that divergent integrals are meaningless; for unambiguous calculations, it is necessary to remove the divergences. They arise when the momentum goes to infinity, so we need to suppress the large $k$ contribution to the integral. There is no unique prescription how to do this, and in the end, the exact method does not matter since they all lead to the same result. Different methods however may be more or less useful in doing calculations.

A simple procedure is introducing a momentum cut-off, after WICK rotation,

$$
k^{2}<\Lambda^{2}
$$

in all integrals. This is not very good in general because it produces more complicated integrals. Furthermore it is not systematic and does not respect the translation invariance $\left(k \rightarrow k+k_{0}\right)$ of infinite range integrals.

There are some desirable requirements for a regularisation scheme. A good regularisation should
(i) be valid for arbitrary Feynman graphs, to all orders of perturbation theory;
(ii) respect the basic symmetries of the theory (this is very desirable), e.g. Lorentz invariance;
(iii) ideally be applicable outside perturbation theory since quantum field theories are not just a perturbation expansion.

We will now consider one particular process which will work at least in some theories. We modify the Lagrangian

$$
\mathcal{L}=-\frac{1}{2} \partial^{\mu} \phi \cdot P\left(-\frac{\partial^{2}}{\Lambda^{2}}\right) \partial_{\mu} \phi-V(\phi),
$$

where $P$ is some polynomial satisfying $P(0)=1$. Suppose that the potential is of the form

$$
V(\phi)=\frac{1}{2} m^{2} \phi^{2}+O\left(\phi^{3}\right)
$$

Note that the propagator is the inverse of the quadratic part of the LaGRANGian, so we can actually write down what the propagator is. After a FOURIER transform which transforms $-\partial^{2} \rightarrow k^{2}$, we get

$$
\frac{1}{k^{2} P\left(\frac{k^{2}}{\Lambda^{2}}\right)+m^{2}} \sim \frac{1}{\left(k^{2}\right)^{h+1}} \text { for large } k
$$

where we suppose that $P$ is a polynomial of degree $h$. As $\Lambda \rightarrow \infty$, we recover the original propagator

$$
\frac{1}{k^{2}+m^{2}}
$$

For a finite value of $\Lambda$ the divergences of Feynman integrals are suppressed. To demonstrate this, we can consider a simple example; we set $m=0$ and $P\left(\frac{k^{2}}{\Lambda^{2}}\right)=1+\frac{k^{2}}{\Lambda^{2}}$ and obtain the propagator

$$
\frac{1}{k^{2}\left(1+\frac{k^{2}}{\Lambda^{2}}\right)}=\frac{1}{k^{2}}-\frac{1}{\Lambda^{2}} \frac{1}{1+\frac{k^{2}}{\Lambda^{2}}} .
$$

The first part of that corresponds to a (physical) particle; the second part has a pole at $k^{2}=-\Lambda^{2}$ with negative residue, it is not a physical particle! Because of the wrong sign appearing in the propagator, you will get negative norm states and thus the theory with $P \neq 1$ is not a physical theory. We need to take the limit $\Lambda \rightarrow \infty$ to get a physical theory.
This method is complicated to calculate.

### 3.3.1 Dimensional Regularisation for One-Loop Graphs

Another method that is frequently used is dimensional regularisation: Consider the theory in $d$ dimensions, where the number $d$ is a complex parameter. We can extend Feynman graphs to arbitrary $d$, and the critical thing is that we will find that $D<0$ for sufficiently small $d$. We will define the Feynman integrals by analytic continuation in $d$.
Let us first consider a more mundane example which will be useful for later calculations. The Gamma function is defined by

$$
\Gamma(\alpha)=\int_{0}^{\infty} d x x^{\alpha-1} e^{-x}
$$

This is finite (i.e. well-defined) if $\operatorname{Re} \alpha>0$ and diverges for $\operatorname{Re} \alpha \leq 0$. But there is a standard procedure by which we can extend the definition to allow for an analytic continuation: rewrite the integral as

$$
\Gamma(\alpha)=\frac{1}{\alpha} \int_{0}^{\infty} d x\left(\frac{d}{d x} x^{\alpha}\right) e^{-x}=\frac{1}{\alpha}\left[x^{\alpha} e^{-x}\right]_{0}^{\infty}+\frac{1}{\alpha} \int_{0}^{\infty} d x x^{\alpha} e^{-x}=\frac{1}{\alpha} \Gamma(\alpha+1),
$$

where we used integration by parts and assumed the surface term vanished since $\operatorname{Re} \alpha>0$. But since $\Gamma(\alpha+1)$ is given by a finite integral for $\operatorname{Re} \alpha>-1$, we can use this relation to extend the definition of $\Gamma(\alpha)$ to the region $\operatorname{Re} \alpha>-1$. Since $\Gamma(1)=1$, we get

$$
\Gamma(\alpha) \sim_{\alpha \rightarrow 0} \frac{1}{\alpha}
$$

There is clearly a pole at $\alpha=0$ which reflects the divergence in the original integral. For applications later it is worth noting that the Gamma function may be expanded

$$
\ln \Gamma(\alpha+1)=-\gamma \alpha-\sum_{k \geq 2}(-1)^{k} \frac{1}{k} \zeta(k) \alpha^{k}
$$

where $\gamma$ is EULER's number and $\zeta(k)=\sum_{n \geq 1} n^{-k}$.

We now calculate the Feynman integrals for specific one and two loop Feynman graphs focusing on those where there are divergencies. We consider only connected one-particle irreducible graphs, which are related to the generating functional $\Gamma[\varphi]$. We seek to calculate $\hat{\tau}_{n}$ as defined by,

$$
\int \prod_{i=1}^{n} d^{d} x_{i} e^{i p_{i} \cdot x_{i}}\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle_{\text {conn.,1PI }}=i(2 \pi)^{d} \delta^{d}\left(\sum_{i} p_{i}\right) \hat{\tau}_{n}\left(p_{1}, \ldots, p_{n}\right)
$$

The Feynman rules for the $\hat{\tau}_{n}$ are

- Consider all connected one-particle irreducible graphs with $n$ external lines.
- For each internal line there is a factor $\frac{1}{k^{2}+m^{2}}$.
- For each $n$-vertex add a factor $-V_{n}(0)$ and impose conservation of momenta for all lines meeting at the vertex.
- Integrate over the independent loop momenta with

$$
(-i) \int \frac{d^{d} l}{(2 \pi)^{d}} \rightarrow \int \frac{d^{d} l}{(2 \pi)^{d}} .
$$

after WICK rotation.

- Add the appropriate symmetry factor $\frac{1}{S}$ for the graph.

Note that there are no additional factors for external lines. For divergent Feynman integrals we need only consider $n \leq 4$ and the calculations are manageable just for one and two loops.

Suppose we have a LAGRANGian of the form

$$
\mathcal{L}=-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} m^{2} \phi^{2}-\frac{1}{6} g \phi^{3}-\frac{1}{24} \lambda \phi^{4} .
$$

(The prefactors appearing in front of the interaction terms correspond to dividing by the order of the permutation group for each term and ensure that the symmetry factors for each Feynman diagram are calculated as described previously). For zero loops the non zero results are just (we use superscripts to denote the number of loops)

$$
\begin{aligned}
\hat{\tau}_{2}^{(0)}(p,-p) & =-p^{2}-m^{2} \\
\hat{\tau}_{4}^{(0)}\left(p_{1}, p_{2}, p_{3}, p_{4}\right) & =-\lambda \\
\hat{\tau}_{3}^{(0)}\left(p_{1}, p_{2}, p_{3}\right) & =-g .
\end{aligned}
$$

Consider first one-loop diagrams for $n=2$; one contribution arises from the diagram


According to the Feynman rules, it will be given by

$$
\hat{\tau}_{2}^{(1)}(p,-p)=-\frac{\lambda}{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} .
$$

This is a EucLIDean integration and the integrand has no angular dependence, which means we can replace the integration measure by

$$
d^{d} k \rightarrow S_{d}|k|^{d-1} d|k|,
$$

where $S_{d}$ is a constant prefactor given by

$$
S_{1}=2, S_{2}=2 \pi, S_{3}=4 \pi, S_{4}=2 \pi^{2}, \ldots, \quad S_{d}=\frac{2 \pi^{\frac{1}{2} d}}{\Gamma\left(\frac{d}{2}\right)}
$$

To justify the result for general $d$ consider the integral

$$
\left(\frac{\pi}{\lambda}\right)^{\frac{d}{2}}=\int d^{d} k e^{-\lambda k^{2}}=S_{d} \int_{0}^{\infty} d k k^{d-1} e^{-\lambda k^{2} k^{2}=u}=\frac{1}{2} S_{d} \int_{0}^{\infty} d u u^{\frac{d}{2}-1} e^{-\lambda u}=S_{d} \frac{\Gamma\left(\frac{d}{2}\right)}{2 \lambda^{\frac{d}{2}}},
$$

set $\lambda=1$ to obtain the result. In consequence, we can say that

$$
\hat{\tau}_{2}^{(1)}(p,-p)=-\frac{\lambda}{\Gamma\left(\frac{d}{2}\right)} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d k k^{d-1} \frac{1}{k^{2}+m^{2}}
$$

Now in order to work out this integral, we need another trick; we can rewrite

$$
\frac{1}{k^{2}+m^{2}}=\int_{0}^{\infty} d \alpha e^{-\alpha\left(k^{2}+m^{2}\right)}
$$

The integrals in this example are just those defining the Gamma function:

$$
\begin{aligned}
& \hat{\tau}_{2}^{(1)}(p,-p)=-\frac{\lambda}{\Gamma\left(\frac{d}{2}\right)} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha \int_{0}^{\infty} d k k^{d-1} e^{-\alpha\left(k^{2}+m^{2}\right)} \\
& \stackrel{k^{2}=u}{=}-\frac{\lambda}{2 \Gamma\left(\frac{d}{2}\right)} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha e^{-\alpha m^{2}} \int_{0}^{\infty} d u u^{\frac{d}{2}-1} e^{-\alpha u} \\
&=-\frac{\lambda}{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha e^{-\alpha m^{2}} \frac{1}{\alpha^{\frac{d}{2}}} .
\end{aligned}
$$

Hence we obtain the final result for this one loop graph

$$
\hat{\tau}_{2}^{(1)}(p,-p)=-\frac{1}{2} \frac{\lambda}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(1-\frac{d}{2}\right)\left(m^{2}\right)^{\frac{d}{2}-1}
$$

Note that this result does not depend on the momentum $p$ in any way.
The integral is divergent for $d \geq 2$ which is consistent with the formula for the degree of divergence derived above; this is reflected in that $\Gamma\left(1-\frac{d}{2}\right)$ has poles at $d=2$ and $d=4$. To exhibit these we use the recurrence relation for Gamma functions to obtain

$$
\Gamma(x-1)=-\frac{\Gamma(x+1)}{x(1-x)}=-\frac{1}{x} e^{-\gamma x}\left(1+x+O\left(x^{2}\right)\right)
$$

in the limit $x \rightarrow 0$. Now let us consider

$$
d=4-\varepsilon,
$$

in due course we will take the limit $\varepsilon \rightarrow 0$. Then we can use this expansion to rewrite

$$
\Gamma\left(1-\frac{d}{2}\right)=\Gamma\left(\frac{\varepsilon}{2}-1\right)=-\frac{2}{\varepsilon} e^{-\frac{1}{2} \gamma \varepsilon}\left(1+\frac{\varepsilon}{2}+O\left(\varepsilon^{2}\right)\right),
$$

which gives the asymptotic expression for $\hat{\tau}$ as $\varepsilon \rightarrow 0$

$$
\hat{\tau}_{2}^{(1)}(p,-p) \sim \frac{1}{2} \lambda\left(\frac{2}{\varepsilon}+1\right) \frac{\left(m^{2}\right)^{\frac{d}{2}-1}}{(4 \pi)^{\frac{d}{2}}} e^{-\frac{1}{2} \gamma \varepsilon} \sim \frac{1}{2} \frac{\lambda}{16 \pi^{2}} m^{2}\left(\frac{2}{\varepsilon}+1-\log m^{2}\right) \cdot\left[e^{-\gamma} 4 \pi\right]^{\frac{1}{2} \varepsilon} .
$$

In this result the divergent part, as a pole in $\varepsilon$, has been separated from the finite part. This is true generally using the method of dimensional regularisation for Feynman integrals; the divergencies which may be present are reduced to poles in $\varepsilon$.

A rather more non-trivial one loop example corresponds to the graph

for which the associated Feynman integral is

$$
\hat{\tau}_{2}^{(1)}(p,-p)=\frac{1}{2} g^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)\left((k+p)^{2}+m^{2}\right)} .
$$

To evaluate this we use

$$
\frac{1}{x}=\int_{0}^{\infty} d \alpha e^{-\alpha x}
$$

to rewrite this as

$$
\hat{\tau}_{2}^{(1)}(p,-p)=\frac{1}{2} g^{2} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-\alpha_{1}\left(k^{2}+m^{2}\right)-\alpha_{2}\left((k+p)^{2}+m^{2}\right)} .
$$

The exponent is then simplified by completing the square,

$$
-\left(\left(\alpha_{1}+\alpha_{2}\right) k^{\prime 2}+\frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}} p^{2}+\left(\alpha_{1}+\alpha_{2}\right) m^{2}\right), \quad k^{\prime}=k+\frac{\alpha_{2}}{\alpha_{1}+\alpha_{2}} p
$$

Now we can shift the integral $d^{d} k \rightarrow d^{d} k^{\prime}$, there are no surface terms when $d$ such that the integral is finite. The basic integral we need becomes

$$
\int \frac{d^{d} k^{\prime}}{(2 \pi)^{d}} e^{-\left(\alpha_{1}+\alpha_{2}\right) k^{\prime 2}}=\frac{1}{(4 \pi)^{\frac{d}{2}}} \frac{1}{\left(\alpha_{1}+\alpha_{2}\right)^{\frac{d}{2}}},
$$

and using this

$$
\hat{\tau}_{2}^{(1)}(p,-p)=\frac{1}{2} g^{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2} \frac{1}{\left(\alpha_{1}+\alpha_{2}\right)^{\frac{d}{2}}} e^{-\frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}} p^{2}-\left(\alpha_{1}+\alpha_{2}\right) m^{2}}
$$

The divergences which are present when $d=4$ arise from the singular behaviour of the integrand as $\alpha_{1}, \alpha_{2} \rightarrow 0$. These may be exhibited explicitly, and the result reduced to a single integral, by making the substitution

$$
\alpha_{1}+\alpha_{2}=s, \quad \alpha_{1}=s \alpha, \quad \alpha_{2}=s(1-\alpha)
$$

where $0<s<\infty$ and $0<\alpha<1$, and

$$
d \alpha_{1} d \alpha_{2}=s d s d \alpha
$$

Hence we obtain

$$
\hat{\tau}_{2}^{(1)}(p,-p)=\frac{1}{2} g^{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{1} d \alpha \int_{0}^{\infty} d s s^{1-\frac{d}{2}} e^{-s\left(\alpha(1-\alpha) p^{2}+m^{2}\right)} .
$$

The $s$ integral gives a Gamma function so the result becomes

$$
\hat{\tau}_{2}^{(1)}(p,-p)=\frac{1}{2} g^{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(2-\frac{d}{2}\right) \int_{0}^{1} d \alpha\left(\alpha(1-\alpha) p^{2}+m^{2}\right)^{\frac{d}{2}-2}
$$

For $d=4-\varepsilon$, we want to find the leading terms as $\varepsilon \rightarrow 0$, if we are interested in the theory in four dimensions. We use the asymptotic form for $x \rightarrow 0$

$$
\Gamma(x)=\frac{1}{x} e^{-\gamma x}\left(1+O\left(x^{2}\right)\right)
$$

to obtain

$$
\hat{\tau}_{2}^{(1)}(p,-p) \sim \frac{1}{2} \frac{g^{2}}{16 \pi^{2}}\left(\frac{2}{\varepsilon}-\int_{0}^{1} d \alpha \log \left(\alpha(1-\alpha) p^{2}+m^{2}\right)\right)\left[e^{-\gamma} 4 \pi\right]^{\frac{1}{2} \varepsilon}
$$

Again this is expressed in terms of a divergent pole term and a finite part. In this case the integral depends on the momentum, but the divergent part does not. ${ }^{31}$

Now consider $n=4$, a $\phi^{4}$ interaction and only one-loop graphs:


In this case we need to consider

$$
\hat{\tau}_{4}^{(1)}\left(p_{1}, p_{2}, p_{3}, p_{4}\right)=\sum_{P=p_{1}+p_{2}, p_{1}+p_{3}, p_{1}+p_{4}} \frac{1}{2} \lambda^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)\left((k+P)^{2}+m^{2}\right)}
$$

where the sum corresponds to the three one-loop graph contributions. The divergent part of the integral follows from previous calculations,

$$
\hat{\tau}_{4}^{(1)}\left(p_{1}, p_{2}, p_{3}, p_{4}\right) \sim \frac{3}{2} \frac{\lambda^{2}}{16 \pi^{2}} \frac{2}{\varepsilon}
$$

Other graphs are finite, for example

while these graphs with one three- and one four-point vertex also have a divergence


The divergent term will be of the order

$$
\frac{3}{2} \frac{g \lambda}{16 \pi^{2}} \frac{2}{\varepsilon}
$$

There is also a one loop graph with one external line


[^18]and the associated integral gives
$$
\hat{\tau}_{1}^{(1)}(0)=-\frac{1}{2} g \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} \sim \frac{g m^{2}}{16 \pi^{2} \varepsilon} .
$$

Let us summarise the above one-loop results for the $n$-point functions $\hat{\tau}_{n}^{(1)}\left(p_{1}, \ldots, p_{n}\right)$, neglecting the finite parts:

$$
\begin{aligned}
\hat{\tau}_{1}^{(1)}(0) & \sim \frac{1}{16 \pi^{2} \varepsilon} g m^{2}, \\
\hat{\tau}_{2}^{(1)}(p,-p) & \sim \frac{1}{16 \pi^{2} \varepsilon}\left(\lambda m^{2}+g^{2}\right), \\
\hat{\tau}_{3}^{(1)}\left(p_{1}, p_{2}, p_{3}\right) & \sim \frac{1}{16 \pi^{2} \varepsilon} 3 g \lambda, \\
\hat{\tau}_{4}^{(1)}\left(p_{1}, p_{2}, p_{3}, p_{4}\right) & \sim \frac{1}{16 \pi^{2} \varepsilon} 3 \lambda^{2} .
\end{aligned}
$$

If we had introduced a cutoff $\Lambda$ instead of dimensional regularisation then we would effectively replace $\frac{1}{\varepsilon}$ by $\frac{1}{2} \log \Lambda^{2}$.

The essential claim is, in a quantum field theory arising from a Lagrangian $\mathcal{L}$, these divergent contributions can be cancelled by adding new terms to the Lagrangian. When you first meet this, it may seem rather arbitrary, ad hoc and perhaps unremarkable, but there is a deep significance in that this can be carried out consistently to all orders of perturbation theory. The additional terms added to $\mathcal{L}$ are termed counterterms and have the form

$$
\mathcal{L}_{\text {c.t. }}=-A \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V_{\text {c.t. }}(\phi),
$$

where $V_{\text {c.t. }}$ is a local potential expressible in this theory as

$$
V_{\text {c.t. }}(\phi)=E \phi+\frac{1}{2} B \phi^{2}+\frac{1}{6} C \phi^{3}+\frac{1}{24} D \phi^{4} .
$$

For each term in $\mathcal{L}_{\text {c.t. }}$ there are extra vertices which generate additional contributions. For those corresponding to tree-level diagrams we have

$$
\begin{aligned}
\hat{\tau}_{2}^{(0)}(p,-p)_{\mathrm{c} . \mathrm{t.}} & =-A p^{2}-B, & & \hat{\tau}_{4}^{(0)}\left(p_{1}, p_{2}, p_{3}, p_{4}\right)_{\mathrm{c} . \mathrm{t}}=-D \\
\hat{\tau}_{1}^{(0)}(0)_{\mathrm{c} . \mathrm{t} .} & =-E, & & \hat{\tau}_{3}^{(0)}\left(p_{1}, p_{2}, p_{3}\right)_{\mathrm{c} . \mathrm{t} .}=-C .
\end{aligned}
$$



We choose the coefficients to cancel the divergences. At this order,

$$
A=0, \quad B=\frac{1}{16 \pi^{2} \varepsilon}\left(\lambda m^{2}+g^{2}\right), \quad C=\frac{1}{16 \pi^{2} \varepsilon} 3 g \lambda, \quad D=\frac{1}{16 \pi^{2} \varepsilon} 3 \lambda^{2}, \quad E=\frac{1}{16 \pi^{2} \varepsilon} g m^{2} .
$$

Then $\hat{\tau}_{n}^{(1)}\left(p_{1}, \ldots, p_{n}\right)+\hat{\tau}_{n}^{(0)}\left(p_{1}, \ldots, p_{n}\right)_{\text {c.t, }}$ has no pole in $\varepsilon$ as $\varepsilon \rightarrow 0$ and we may set $\varepsilon=0$ with a finite result.

More succinctly, all contributions to the one-loop counterterm potential can be written as

$$
V_{\text {c.t. }}(\phi)=\frac{1}{32 \pi^{2} \varepsilon} V^{\prime \prime}(\phi)^{2}
$$

To check that that is the case

$$
\begin{aligned}
V^{\prime \prime}(\phi) & =m^{2}+g \phi+\frac{1}{2} \lambda \phi^{2} \\
V^{\prime \prime}(\phi)^{2} & =m^{4}+2 m^{2} g \phi+\left(g^{2}+\lambda m^{2}\right) \phi^{2}+\lambda g \phi^{3}+\frac{1}{4} \lambda^{2} \phi^{4}
\end{aligned}
$$

and the coefficients in $V_{\text {c.t. }}(\phi)$ of $\phi, \frac{1}{2} \phi^{2}, \frac{1}{6} \phi^{3}, \frac{1}{24} \phi^{4}$ match with $E, B, C, D$ above. The LAGRANGian $\mathcal{L}+\mathcal{L}_{\text {c.t. }}$ then ensures that all one-loop graphs are finite.

Let us make some remarks:
(i) $B, C, D$ and $E$ are arbitrary to the extent that finite pieces can be added, but keeping just the poles in $\varepsilon$ gives a unique prescription. This is in a way arbitrary, but sufficient.
(ii) If $V(\phi)$ is a polynomial of degree four in $\phi$, then so is $V^{\prime \prime}(\phi)^{2}$. As will be apparent later this is crucial in ensuring renormalisability of this theory.

### 3.3.2 Dimensional Regularisation for Two-Loop Graphs

To show how divergencies can be consistently removed we need to proceed to higher numbers of loops, $L \geq 2$. The result that Feynman integrals can be regularised in a fashion consistent with the general requirements of quantum field theory is no longer almost a triviality but requires a careful analysis of the divergencies and also sub-divergencies in Feynman integrals. In terms of calculations, one-loop diagrams are fairly easy, sometimes calculating two loops is also straightforward, but just requires more work. Of course when quantum field theory calculations were first done in the 1940s, even one loop seemed to be hard, but now we know many techniques of how to do this.

Consider now $\hat{\tau}_{2}^{(2)}(p,-p)$ with just a $\phi^{4}$ interaction $V(\phi)=\frac{1}{24} \lambda \phi^{4}$. There are basically two two-loop diagrams:
(a)

(b)


The contribution of the first diagram, after WICK rotation, is given by

$$
\hat{\tau}_{2}^{(2)}(p,-p)_{a}=\frac{1}{4} \lambda^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{2}} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{l^{2}+m^{2}} .
$$

The two momentum integrals are independent so we can use

$$
\begin{aligned}
\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{l^{2}+m^{2}} & =\int_{0}^{\infty} d \alpha \int \frac{d^{d} l}{(2 \pi)^{d}} e^{-\alpha\left(l^{2}+m^{2}\right)}=\frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha e^{-\alpha m^{2}} \frac{1}{\alpha^{\frac{d}{2}}} \\
& =\frac{1}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(1-\frac{d}{2}\right)\left(m^{2}\right)^{\frac{d}{2}-1}
\end{aligned}
$$

as previously, and also

$$
\begin{aligned}
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{2}} & =-\frac{\partial}{\partial m^{2}} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} \\
& =\frac{1}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(2-\frac{d}{2}\right)\left(m^{2}\right)^{\frac{d}{2}-2}
\end{aligned}
$$

Both are expressible in terms of Gamma functions and hence we have the result

$$
\hat{\tau}_{2}^{(2)}(p,-p)_{a}=\frac{1}{4} \lambda^{2} \frac{1}{(4 \pi)^{d}} \Gamma\left(2-\frac{d}{2}\right) \Gamma\left(1-\frac{d}{2}\right)\left(m^{2}\right)^{d-3}=\frac{1}{4} \lambda^{2} \frac{1}{(4 \pi)^{d}} \frac{\Gamma\left(2-\frac{d}{2}\right)^{2}}{1-\frac{d}{2}}\left(m^{2}\right)^{d-3}
$$

Setting $d=4-\varepsilon$ and using $\Gamma\left(\frac{\varepsilon}{2}\right) \sim e^{-\frac{\gamma}{2} \varepsilon}\left(\frac{2}{\varepsilon}+O(\varepsilon)\right)$ we obtain

$$
\begin{aligned}
\hat{\tau}_{2}^{(2)}(p,-p)_{a} & \sim-\frac{\lambda^{2}}{4(4 \pi)^{4}} m^{2(1-\varepsilon)}\left(\frac{4}{\varepsilon^{2}}+\frac{2}{\varepsilon}\right)\left[e^{-\gamma} 4 \pi\right]^{\varepsilon} \\
& =-\frac{\lambda^{2}}{(4 \pi)^{4}} m^{2}\left(\frac{1}{\varepsilon^{2}}+\frac{1}{2 \varepsilon}-\frac{1}{\varepsilon} \log m^{2}\right)\left[e^{-\gamma} 4 \pi\right]^{\varepsilon}
\end{aligned}
$$

This has a double pole at $\varepsilon=0$.
Since the initial Lagrangian has been modified by the additional term $\mathcal{L}_{\text {c.t. }}$ which generates the counterterms necessary to subtract the divergent pole terms for one loop Feynman integrals we must also consider Feynman graphs involving vertices generated by this. With $g=0$ at this order we need consider only

$$
\frac{1}{2} B \phi^{2}+\frac{1}{24} D \phi^{4} .
$$

For one loop graphs with two external lines and to first order in $B, D$ we have


The corresponding integrals are

$$
\hat{\tau}_{2}^{(1)}(p,-p)_{\text {c.t. }}=\frac{1}{2} B \lambda \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{2}}-\frac{1}{2} D \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} .
$$

Let us write $D=\frac{1}{3} D+\frac{2}{3} D$ and for the moment keep only the $\frac{1}{3} D$ term (the remaining $\frac{2}{3} D$ will contribute elsewhere). The one-loop contributions from these counterterms, with the previously calculated results for $B, D$, are then

$$
\begin{aligned}
\hat{\tau}_{2}^{(1)}(p,-p)_{\text {c.t. }, a} & =\frac{1}{2} \frac{\lambda m^{2}}{16 \pi^{2} \varepsilon} \lambda \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{2}}-\frac{1}{2} \frac{\lambda^{2}}{16 \pi^{2} \varepsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} \\
& =\frac{1}{2} \frac{\lambda^{2} m^{2}}{16 \pi^{2} \varepsilon} \frac{\left(m^{2}\right)^{-\frac{\varepsilon}{2}}}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(2-\frac{d}{2}\right)\left(1-\frac{1}{1-\frac{d}{2}}\right) \\
& \sim \frac{\lambda^{2} m^{2}}{(4 \pi)^{4}}\left(\frac{2}{\varepsilon^{2}}+\frac{1}{2 \varepsilon}-\frac{1}{\varepsilon} \log m^{2}\right)\left[e^{-\gamma} 4 \pi\right]^{\frac{1}{2} \varepsilon} .
\end{aligned}
$$

Taking everything together we get

$$
\hat{\tau}_{2}^{(2)}(p,-p)_{a}+\hat{\tau}_{2}^{(1)}(p,-p)_{\mathrm{c.t.}, a} \sim \frac{\lambda^{2} m^{2}}{(4 \pi)^{4}} \frac{1}{\varepsilon^{2}}+\text { finite terms }
$$

In this result there are no $\frac{1}{\varepsilon} \log m^{2}$ terms, the residue is polynomial in $\lambda$ and $m^{2}$.
The calculation for the second graph is more complicated, so we will only sketch this:


The corresponding Feynman integral is

$$
\hat{\tau}_{2}^{(2)}(p,-p)_{b}=\frac{1}{6} \lambda^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)\left(l^{2}+m^{2}\right)\left((p-k-l)^{2}+m^{2}\right)} .
$$

There are sub-divergences as $k \rightarrow \infty$ for finite $l$, as $l \rightarrow \infty$ for finite $k$ and as $k \rightarrow \infty$ for finite $k+l$.

There are various ways in which we can treat this integral; to work this out in full is pretty complicated. First consider the $l$ integral:

$$
\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{\left(l^{2}+m^{2}\right)\left(\left(p^{\prime}-l\right)^{2}+m^{2}\right)}=\frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{1} d \alpha\left(\alpha(1-\alpha) p^{2}+m^{2}\right)^{\frac{d}{2}-2}, \quad p^{\prime}=p-k
$$

If this is then inserted into the $k$-integral the result is a bit messy. We therefore consider the special case $m^{2}=0$, which allows the integrals to be done completely. Then

$$
\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{1}{l^{2}\left(p^{\prime}-l\right)^{2}}=\frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} K_{d}\left(p^{\prime 2}\right)^{\frac{d}{2}-2}, \quad K_{d}=\int_{0}^{1} d \alpha(\alpha(1-\alpha))^{\frac{d}{2}-2}
$$

Now substitute this into the initial integral to get

$$
\left.\hat{\tau}_{2}^{(2)}(p,-p)_{b}\right|_{m^{2}=0}=\frac{1}{6} \lambda^{2} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} K_{d} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}}\left((k-p)^{2}\right)^{\frac{d}{2}-2} .
$$

To rewrite this we may use the standard representations

$$
\frac{1}{k^{2}}=\int_{0}^{\infty} d \beta_{1} e^{-\beta_{1} k^{2}} ; \quad \Gamma\left(2-\frac{d}{2}\right)\left((k-p)^{2}\right)^{\frac{d}{2}-2}=\int_{0}^{\infty} d \beta_{2} \beta_{2}^{1-\frac{d}{2}} e^{-\beta_{2}(p-k)^{2}}
$$

and then this implies

$$
\left.\hat{\tau}_{2}^{(2)}(p,-p)_{b}\right|_{m^{2}=0}=\frac{1}{6} \lambda^{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} K_{d} \int_{0}^{\infty} d \beta_{1} \int_{0}^{\infty} d \beta_{2} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-\beta_{1} k^{2}} \beta_{2}^{1-\frac{d}{2}} e^{-\beta_{2}(p-k)^{2}},
$$

so that we can complete the square

$$
\beta_{1} k^{2}+\beta_{2}(p-k)^{2}=\left(\beta_{1}+\beta_{2}\right) k^{\prime 2}+\frac{\beta_{1} \beta_{2}}{\beta_{1}+\beta_{2}} p^{2}, \quad k^{\prime}=k-\frac{\beta_{2}}{\beta_{1}+\beta_{2}} p .
$$

It is now easy to carry out the $k^{\prime}$-integration:

$$
\left.\hat{\tau}_{2}^{(2)}(p,-p)_{b}\right|_{m^{2}=0}=\frac{1}{6} \frac{\lambda^{2}}{(4 \pi)^{d}} K_{d} \int_{0}^{\infty} d \beta_{1} \int_{0}^{\infty} d \beta_{2} \frac{\beta_{2}^{1-\frac{d}{2}}}{\left(\beta_{1}+\beta_{2}\right)^{\frac{d}{2}}} e^{-\frac{\beta_{1} \beta_{2}}{\beta_{1}+\beta_{2}} p^{2}}
$$

Now substitute $\beta_{1}+\beta_{2}=s, \beta_{1}=s(1-\beta), \beta_{2}=s \beta$ to obtain

$$
\begin{aligned}
\left.\hat{\tau}_{2}^{(2)}(p,-p)_{b}\right|_{m^{2}=0} & =\frac{1}{6} \frac{\lambda^{2}}{(4 \pi)^{d}} K_{d} \int_{0}^{1} d \beta \beta^{1-\frac{d}{2}} \int_{0}^{\infty} d s s^{2-d} e^{-s \beta(1-\beta) p^{2}} \\
& =\frac{1}{6} \frac{\lambda^{2}}{(4 \pi)^{d}} K_{d} \Gamma(3-d)\left(p^{2}\right)^{d-3} \int_{0}^{1} d \beta \beta^{\frac{d}{2}-2}(1-\beta)^{d-3} \\
& \sim-\frac{1}{12} \frac{\lambda^{2}}{\left(16 \pi^{2}\right)^{2} \varepsilon} p^{2},
\end{aligned}
$$

noting that, with $d=4-\varepsilon, \Gamma(3-d) \sim-\frac{1}{\varepsilon}, K_{4}=1$. This can be cancelled with a contribution

$$
A=-\frac{1}{12} \frac{\lambda^{2}}{\left(16 \pi^{2}\right)^{2} \varepsilon}
$$

Another special case which is tractable is to consider $m^{2} \neq 0$, but $p^{2}=0$. Following the same approach as before

$$
\hat{\tau}_{2}^{(2)}(0,0)_{b}=\frac{1}{6} \lambda^{2} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}} \int_{0}^{1} d \alpha\left(\alpha(1-\alpha) k^{2}+m^{2}\right)^{\frac{d}{2}-2} .
$$

Writing both factors as exponentials, with integrals over $\beta_{1}, \beta_{2}$, and then completing the square allows the $k$-integration to be carried out. The $\beta_{1}, \beta_{2}$ integrations can be treated in the same fashion as previously giving

$$
\hat{\tau}_{2}^{(2)}(0,0)_{b}=\frac{1}{6} \lambda^{2}\left(m^{2}\right)^{d-3} \Gamma(3-d) \int_{0}^{1} d \alpha \int_{0}^{1} d \beta \beta^{1-\frac{d}{2}}(1-\beta+\beta \alpha(1-\alpha))^{-\frac{d}{2}} .
$$

At this point the integral is no longer in the domain of opening theory, if this were chess, for evaluating Feynman integrals but it can be carried out in terms of hypergeometric functions. What is required here however is just the behaviour as $\varepsilon \rightarrow 0$. There is a pole due to the $\Gamma(3-d)$ factor but also a pole arising from the divergence of the $\beta$-integration as $\beta \rightarrow 0$. What you find is

$$
\hat{\tau}_{2}^{(2)}(0,0)_{b}=-\frac{1}{2} \frac{\lambda^{2} m^{2}}{\left(16 \pi^{2}\right)^{2}}\left(\frac{2}{\varepsilon^{2}}+\frac{3}{\varepsilon}-\frac{2}{\varepsilon} \log m^{2}\right)\left[e^{-\gamma} 4 \pi\right]^{\varepsilon}+\text { finite parts. }
$$

There is also additional corresponding contribution comes from the the counterterms where we consider the contribution from $\frac{2}{3} D$ (since we took account of the $\frac{1}{3} D$ part previously) which is given by

$$
\begin{aligned}
\hat{\tau}_{2}^{(2)}(0,0)_{\text {c.t. }, b} & =-\frac{1}{2} \frac{2 \lambda^{2}}{16 \pi^{2} \varepsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}+m^{2}}=-\frac{1}{2} \frac{2 \lambda^{2}}{16 \pi^{2} \varepsilon} \frac{1}{(4 \pi)^{\frac{d}{2}}} \Gamma\left(1-\frac{d}{2}\right)\left(m^{2}\right)^{\frac{d}{2}-1} \\
& \sim \frac{\lambda^{2}}{\left(16 \pi^{2}\right)^{2}} m^{2}\left(\frac{2}{\varepsilon^{2}}+\frac{1}{\varepsilon}-\frac{1}{\varepsilon} \log m^{2}\right)\left[e^{-\gamma} 4 \pi\right]^{\varepsilon}+\text { finite parts }
\end{aligned}
$$

where the integral was evaluated before. Adding this to $\hat{\tau}_{2}^{(2)}(0,0)_{b}$ gives

$$
\hat{\tau}_{2}^{(2)}(0,0)_{b}+\hat{\tau}_{2}^{(2)}(0,0)_{\text {c.t. }, b} \sim \frac{\lambda^{2} m^{2}}{\left(16 \pi^{2}\right)^{2}}\left(\frac{1}{\varepsilon^{2}}-\frac{1}{2 \varepsilon}\right),
$$

and again there is no $\log m^{2}$ term left.
If we combine both two loop graphs by adding their integrals the result for the divergent part is then in general

$$
\hat{\tau}_{2}^{(2)}(p,-p)+\hat{\tau}_{2}^{(2)}(p,-p)_{\mathrm{c} . \mathrm{t} .} \sim-\frac{1}{12} \frac{\lambda^{2}}{\left(16 \pi^{2}\right)^{2} \varepsilon} p^{2}+\frac{\lambda^{2} m^{2}}{\left(16 \pi^{2}\right)^{2}}\left(\frac{2}{\varepsilon^{2}}-\frac{1}{2 \varepsilon}\right) .
$$

Hence the divergences which are present in $\hat{\tau}_{2}^{(2)}(p,-p)$, after subtracting sub-divergencies as shown above, can now be cancelled by additional contributions to $A$ and $B$, which give a contribution to $\hat{\tau}_{2}$ of the form $-A p^{2}-B$. The two loop results, ensuring that $\hat{\tau}_{2}^{(2)}$ is finite, are then determined to be

$$
A^{(2)}=-\frac{1}{12} \frac{\lambda^{2}}{\left(16 \pi^{2}\right)^{2} \varepsilon}, \quad B^{(2)}=\frac{\lambda^{2} m^{2}}{\left(16 \pi^{2}\right)^{2}}\left(\frac{2}{\varepsilon^{2}}-\frac{1}{2 \varepsilon}\right),
$$

which involve both double and single poles in $\varepsilon$.
The results of this discussion can be generalised to the crucial result for perturbative quantum field theory:

## Renormalisation Theorem

If all sub-divergences in a FEYNMAN integral are subtracted, then depending on the degree of divergence $D$,
(i) if $D<0$, then the integral is finite,
(ii) if $D \geq 0$, then the divergent part (i.e. the poles in $\varepsilon$ ) is proportional to a polynomial in the external momenta and the couplings of dimension $D$.
(iii) the divergences are cancelled by appropriate counterterms which determine $\mathcal{L}_{\text {c.t. }}$, these counterterms then generate additional Feynman graphs whose corresponding Feynman integrals then cancel sub-divergences in higher loop integrals.

For the $\phi^{4}$ theory then $\hat{\tau}_{4}$ has $D=0$ and the divergent part is a dimensionless constant depending only on the coupling $\lambda$ while $\hat{\tau}_{2}$ has $D=2$ and the divergent part is linear in $m^{2}$ and $p^{2}$ with coefficients depending on $\lambda$. For a general potential $V(\phi)$ which is a polynomial of degree four,

$$
D \leq 4-E
$$

We then only need counterterms of degree four in $\phi$. So we may restrict $\mathcal{L}_{\text {c.t. }}$ to the form specified by $A$ and $V_{\text {c.t. }}(\phi)$. In fact, we can write

$$
A=\sum_{n \geq 1} \frac{a_{n}(\lambda)}{\varepsilon^{n}}, \quad V_{\text {c.t. }}(\phi)=\sum_{n \geq 1} \frac{1}{\varepsilon^{n}} V_{n}(\phi) .
$$

$V_{n}(\phi)$ is a polynomial which depends on $V^{\prime \prime}(\phi), V^{\prime \prime \prime}(\phi)$ and $\lambda$, and is of degree four in $\phi$, e.g. at one loop

$$
A^{(1)}=0, \quad V_{\text {c.t. }}^{(1)}(\phi)=\frac{1}{32 \pi^{2} \varepsilon} V^{\prime \prime}(\phi)^{2}
$$

The basic theorem is true for any quantum field theory. However, for non-renormalisable theories, $D$ increases with the number of loops and is not restricted by the number of external lines. In this situation, the counterterm $\mathcal{L}_{\text {c.t. }}$. becomes arbitrarily complex with many parameters as the order of the calculation increases. For renormalisable theories, $D$ is bounded; $\mathcal{L}_{\text {c.t. }}$ may be restricted to the same form as the original Lagrangian.

Ultimately the theorem demonstrates that the limit

$$
Z[J]_{\text {ren. }}=\lim _{\varepsilon \rightarrow 0} \int d[\phi] e^{i S[\phi]+S_{\text {c.t. }}[\phi]+i \int d^{d} x J(x) \phi(x)}
$$

exists to any order of perturbation theory so long as $S_{\text {c.t. }}$ is chosen suitably. As a consequence we have finite renormalised connected 1PI functions $\hat{\tau}_{n}\left(p_{1}, \ldots, p_{n}\right)_{\text {ren. }}$.

### 3.4 The Renormalisation Group

### 3.4.1 Bare Lagrangians

Let us now restrict our attention to scalar $\phi^{4}$ theory. We know on the basis of the renormalisation theorem, as described above, that adding

$$
\mathcal{L}_{\text {c.t. }}=-A \frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-V_{\text {c.t. }}(\phi)
$$

to the initial Lagrangian $\mathcal{L}$ is sufficient to all orders of perturbation theory, for suitable $A$ and $V_{\text {c.t. }}(\phi)$ which is itself a polynomial of degree four, to ensure that the resulting theory determines finite correlation functions of arbitrary numbers of scalar fields $\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle$. Let us define a bare Lagrangian by

$$
\mathcal{L}_{0}=\mathcal{L}+\mathcal{L}_{\text {c.t. }}=-Z \frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-V(\phi)-V_{\text {c.t. }}(\phi),
$$

where

$$
Z=1+A
$$

This can be simplified by a rescaling of $\phi$ to ensure the coefficient of the kinetic term is the same as in the initial theory, thus

$$
\phi_{0}=\sqrt{Z} \phi,
$$

and hence then

$$
\mathcal{L}_{0}=-\frac{1}{2} \partial^{\mu} \phi_{0} \partial_{\mu} \phi_{0}-V_{0}\left(\phi_{0}\right) .
$$

Since $A$ is given by a formal power series in $\lambda$ then $\sqrt{Z}$ may also be defined as a power series in $\lambda$ without ambiguity. It is essential that $Z>0$ but this is never an issue in perturbation theory. We also call $\phi_{0}$ the bare field and $V_{0}\left(\phi_{0}\right)$ the bare potential which is again a quartic polynomial.

Now suppose that $g=0$, so that

$$
V_{\text {c.t. }}(\phi)=\frac{1}{2} B \phi^{2}+\frac{1}{24} D \phi^{4} ; \quad V_{0}\left(\phi_{0}\right)=\frac{1}{2} m_{0}^{2} \phi_{0}^{2}+\frac{1}{24} \lambda_{0} \phi_{0}^{4},
$$

where

$$
\lambda_{0}=\frac{\lambda+D}{Z^{2}}, \quad m_{0}^{2}=\frac{m^{2}+B}{Z}
$$

From the one-loop results obtained so far

$$
m_{0}^{2}=m^{2}\left(1+\frac{\lambda}{16 \pi^{2} \varepsilon}\right), \quad \lambda_{0}=\lambda\left(1+\frac{3 \lambda}{16 \pi^{2} \varepsilon}\right), \quad Z=1+O\left(\lambda^{2}\right)
$$

The so-called bare quantities $m_{0}^{2}$ and $\lambda_{0}$ are expressible in terms of the original parameters as a power series in $\lambda$ with more and more divergent terms or higher and higher poles in $\varepsilon$.

The functional integral may be rewritten in terms of $\phi_{0}$ and $\mathcal{L}_{0}$ :

$$
S_{0}\left[\phi_{0}\right]=\int d^{d} x \mathcal{L}_{0}\left(\phi_{0}\right), \quad d[\phi]=N d\left[\phi_{0}\right]
$$

where $N$ is some constant, so that

$$
\left\langle F\left(\phi_{0}\right)\right\rangle=\frac{1}{Z_{0}} \int d\left[\phi_{0}\right] e^{i S_{0}\left[\phi_{0}\right]} F\left(\phi_{0}\right),
$$

with $Z_{0}$ chosen so that $\langle 1\rangle=1$.
However, we avoided one slight subtlety which we now have to take into account, related with a dimensional analysis; in the process of regularisation it is necessary to introduce a mass scale. A cut-off $\Lambda$ introduces an obvious mass scale. In dimensional regularisation however it has not been perhaps apparent, and is slightly more subtle. We extended $\mathcal{L}$ to $d \neq 4$. This is something one should worry about, because dimensions change as you change dimension. Since an action has dimension zero, $\mathcal{L}$ must have dimension $d$, so that $V(\phi)$ also has dimension $d$, whereas $\phi$ has dimension $\frac{1}{2} d-1$. These are ordinary, everyday dimensions. For a potential

$$
V(\phi)=\frac{1}{2} m^{2} \phi^{2}+\frac{1}{6} g \phi^{3}+\frac{1}{24} \lambda \phi^{4}
$$

this means that $m^{2}$ has dimension 2 as usual while $g$ has dimension $3-\frac{1}{2} d$ and $\lambda$ has dimension $4-d$. In the end the dimension should be four and the physical couplings $g$ and $\lambda$, which parameterise the theory, should have dimension 1 and 0 , as they would in other regularisation schemes. This can be achieved by replacing in $V(\phi)$ in dimensions $d \neq 4$

$$
g \rightarrow g \mu^{\frac{\varepsilon}{2}}, \quad \lambda \rightarrow \lambda \mu^{\varepsilon}
$$

where $\mu$ defines an (arbitrary) mass scale. Hence with $d=4-\varepsilon$ we now write the potential term as

$$
V(\phi)=\frac{1}{2} m^{2} \phi^{2}+\frac{1}{6} g \mu^{\frac{\varepsilon}{2}} \phi^{3}+\frac{1}{24} \lambda \mu^{\varepsilon} \phi^{4} .
$$

Correspondingly in the counterterm potential we let $D \rightarrow \mu^{\varepsilon} D$ and $C \rightarrow \mu^{\frac{1}{2} \varepsilon} C$.

### 3.4.2 The Callan-Symanzik Equation

For simplicity we consider the case $g=0$ when the bare LAGRANGian is

$$
\mathcal{L}_{0}=-\frac{1}{2} \partial^{\mu} \phi_{0} \partial_{\mu} \phi_{0}-\frac{1}{2} m_{0}^{2} \phi_{0}^{2}-\frac{1}{24} \lambda_{0} \phi^{4} .
$$

This depends on $m_{0}^{2}, \lambda_{0}$ and $\phi_{0}$ and clearly $\mathcal{L}_{0}$ is then independent of $\mu$.
The bare quantities are functions of the finite $\lambda, m^{2}$. With the prescription that the counterterms necessary to ensure finiteness involve contributions which are just poles in $\varepsilon$ we have relation of the form

$$
\mu^{-\varepsilon} \lambda_{0}=\lambda+F_{\lambda}(\lambda, \varepsilon), \quad F_{\lambda}(\lambda, \varepsilon)=\sum_{n=1}^{\infty} \frac{f_{n}(\lambda)}{\varepsilon^{n}}
$$

and also

$$
m_{0}^{2}=m^{2}\left(1+F_{m^{2}}(\lambda, \varepsilon)\right), \quad F_{m^{2}}(\lambda, \varepsilon)=\sum_{n=1}^{\infty} \frac{b_{n}(\lambda)}{\varepsilon^{n}}
$$

Similarly, we can write that

$$
Z=1+\sum_{n \geq 1} \frac{a_{n}(\lambda)}{\varepsilon^{n}}
$$

The finite physical correlation functions depend then on $\lambda, m^{2}$ and also $\mu$ which appears to be more than the bare theory. In fact $\mu$ is arbitrary but to show this more precisely it is
necessary to consider the relation between the bare theory results, which are independent of $\mu$, and the corresponding finite quantities obtained by the regularisation procedure. Correlation functions for the bare fields may be defined formally by a functional integral,

$$
G_{n}^{0}\left(x ; \lambda_{0}^{2}, m_{0}^{2}\right):=\left\langle\phi_{0}\left(x_{1}\right) \ldots \phi_{0}\left(x_{n}\right)\right\rangle=\frac{1}{\int d\left[\phi_{0}\right] e^{i S_{0}\left[\phi_{0}\right]}} \int d\left[\phi_{0}\right] \phi_{0}\left(x_{1}\right) \ldots \phi_{0}\left(x_{n}\right) e^{i S_{0}\left[\phi_{0}\right]}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and the result depends on the bare parameters $\lambda_{0}$ and $m_{0}^{2}$. Since $\phi_{0}=\sqrt{Z} \phi$

$$
G_{n}\left(x ; \lambda, m^{2}, \mu\right):=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle=Z^{-\frac{n}{2}} G_{n}^{0}\left(x ; \lambda_{0}^{2}, m_{0}^{2}\right),
$$

and crucially $G_{n}\left(x ; \lambda, m^{2}, \mu\right)$ is a finite function of $\lambda, m^{2}$, with a non singular limit as $\varepsilon \rightarrow 0$. The critical observation is that this also depends on $\mu$ since this is a necessary part of the regularisation procedure. Because bare quantities do not depend on the mass scale $\mu$, it is clear that

$$
\mu \frac{d}{d \mu} G_{n}^{0}\left(x ; \lambda_{0}^{2}, m_{0}^{2}\right)=0
$$

and it follows that

$$
\left.\mu \frac{d}{d \mu}\left(Z^{\frac{n}{2}} G_{n}\left(x ; \lambda, m^{2}, \mu\right)\right)\right|_{\lambda_{0}, m_{0}^{2}}=0
$$

By using the standard chain rule this becomes a linear first order partial differential equation. First define

$$
\hat{\beta}_{\lambda}:=\left.\mu \frac{d \lambda}{d \mu}\right|_{\lambda_{0}}, \quad \beta_{m^{2}}:=\left.\mu \frac{d}{d \mu} m^{2}\right|_{m_{0}^{2}, \lambda_{0}}, \quad \gamma_{\phi} \sqrt{Z}:=\left.\mu \frac{d}{d \mu} \sqrt{Z}\right|_{\lambda_{0}}
$$

Then we obtain

$$
\left(\mu \frac{\partial}{\partial \mu}+\hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda}+\beta_{m^{2}} \frac{\partial}{\partial m^{2}}+n \gamma_{\phi}\right) G_{n}\left(x ; \lambda, m^{2}, \mu\right)=0
$$

This equation will play an important role; it is called the CALLAN-Symanzik ${ }^{32}$ or renormalisation group $(R G)$ equation. Since $G_{n}$ is finite, i.e. there are no poles in $\varepsilon$, the quantities $\hat{\beta}_{\lambda}, \beta_{m^{2}}$ and $\gamma_{\phi}$ must also be finite and have no poles in $\varepsilon$. The RG equation follows from perturbation theory and essentially the renormalisation theorem stated above. Similar equations are valid for any renormalisable quantum field theory and are assumed to be an exact property.

Let us illustrate how we can determine the functions appearing in the RG equation. By considering the relation between $\lambda_{0}$ and $\lambda$ we have

$$
\begin{aligned}
\left.\mu \frac{d}{d \mu}\left(\mu^{-\varepsilon} \lambda_{0}\right)\right|_{\lambda_{0}} & =-\varepsilon \mu^{-\varepsilon} \lambda_{0}=-\varepsilon\left(\lambda+F_{\lambda}\right) \\
& =\left.\mu \frac{d}{d \mu}(\lambda+F(\lambda, \varepsilon))\right|_{\lambda_{0}}=\hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda}(\lambda+F(\lambda, \varepsilon))=\hat{\beta}_{\lambda}+\hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda} F_{\lambda}
\end{aligned}
$$

If we define $\beta_{\lambda}$ by

$$
\hat{\beta}_{\lambda}=-\varepsilon \lambda+\beta_{\lambda},
$$

then this can be re-expressed as

$$
\beta_{\lambda}=-\varepsilon F_{\lambda}-\left(-\varepsilon \lambda+\beta_{\lambda}\right) \frac{\partial}{\partial \lambda} F_{\lambda}=\varepsilon\left(\lambda \frac{\partial}{\partial \lambda}-1\right) F_{\lambda}-\beta_{\lambda} \frac{\partial}{\partial \lambda} F_{\lambda}
$$

Now since $F_{\lambda}$ is given by an expansion in $\varepsilon^{-n}$, for $n=1,2, \ldots$, and since $\beta_{\lambda}$ has no poles in $\varepsilon$ the equation is only consistent if

$$
\beta_{\lambda}(\lambda)=\left(\lambda \frac{\partial}{\partial \lambda}-1\right) f_{1}(\lambda),
$$

[^19]and in fact $\beta_{\lambda}$ is then independent of $\varepsilon$. Furthermore the pole terms, $\varepsilon^{-n}$ with $n>0$, on the right hand side must cancel which gives
$$
\left(\lambda \frac{\partial}{\partial \lambda}-1\right) f_{n+1}(\lambda)=\beta_{\lambda}(\lambda) \frac{\partial}{\partial \lambda} f_{n}(\lambda)
$$

This recursive relation enables us to calculate $f_{n}(\lambda)$ ultimately in terms of $f_{1}(\lambda)$ and $\beta_{\lambda}(\lambda)$ which is also determined by $f_{1}(\lambda)$.

We can obtain similar results from the relation between $m_{0}^{2}$ and $m^{2}, \lambda$. Taking derivatives with respect to $\mu$ :

$$
\begin{aligned}
0 & =\left.\mu \frac{d}{d \mu} m_{0}^{2}\right|_{m_{0}^{2}, \lambda_{0}}=\left.\mu \frac{d}{d \mu}\left(m^{2}\left(1+F_{m^{2}}\right)\right)\right|_{m_{0}^{2}, \lambda_{0}} \\
& =\left(\hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda}+\beta_{m^{2}} \frac{\partial}{\partial m^{2}}\right)\left(m^{2}\left(1+F_{m^{2}}\right)\right)=\beta_{m^{2}}\left(1+F_{m^{2}}\right)+m^{2} \hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda} F_{m^{2}}
\end{aligned}
$$

Defining a new function $\gamma_{m^{2}}(\lambda)$ by

$$
\beta_{m^{2}}=m^{2} \gamma_{m^{2}}(\lambda),
$$

this gives

$$
\gamma_{m^{2}}=-\left(-\varepsilon \lambda+\beta_{\lambda}\right) \frac{\partial}{\partial \lambda} F_{m^{2}}-\gamma_{m^{2}} F_{m^{2}}
$$

By the same argument as before, $\gamma_{m^{2}}$ is finite and so has to be independent of $\varepsilon$. It is determined just by the simple poles in $F_{m^{2}}$

$$
\gamma_{m^{2}}(\lambda)=\lambda \frac{\partial}{\partial \lambda} b_{1}(\lambda)
$$

and also the higher order poles are iteratively determined by

$$
\lambda \frac{\partial}{\partial \lambda} b_{n+1}(\lambda)=\left(\gamma_{m^{2}}(\lambda)+\beta_{\lambda}(\lambda) \frac{\partial}{\partial \lambda}\right) b_{n}(\lambda) .
$$

The definition of $\gamma_{\phi}$ may be rewritten

$$
Z \gamma_{\phi}=\left.\frac{1}{2} \mu \frac{d}{d \mu} Z\right|_{\lambda_{0}}
$$

Inserting $Z=1+A$, this gives

$$
(1+A) \gamma_{\phi}=\left.\frac{1}{2} \mu \frac{d}{d \mu} A\right|_{\lambda_{0}}=\frac{1}{2} \hat{\beta}_{\lambda} \frac{\partial}{\partial \lambda} A
$$

which implies

$$
\gamma_{\phi}=\frac{1}{2}\left(-\varepsilon \lambda+\beta_{\lambda}\right) \frac{\partial}{\partial \lambda} A-\gamma_{\phi} A .
$$

Looking at the $O\left(\varepsilon^{0}\right)$ coefficients gives

$$
\gamma_{\phi}(\lambda)=-\frac{1}{2} \lambda \frac{\partial}{\partial \lambda} a_{1}(\lambda),
$$

and also to $O\left(\varepsilon^{-n}\right)$

$$
\lambda \frac{\partial}{\partial \lambda} a_{n+1}(\lambda)=\left(\beta_{\lambda}(\lambda) \frac{\partial}{\partial \lambda}-2 \gamma_{\phi}(\lambda)\right) a_{n}(\lambda) .
$$

Let us consider what happens for one loop for this scalar theory. The results that we previously derived were

$$
\begin{aligned}
\mu^{-\varepsilon} \lambda_{0} & =\lambda+\frac{3 \lambda^{2}}{16 \pi^{2} \varepsilon}+O\left(\lambda^{3}\right) \\
m_{0}^{2} & =m^{2}\left(1+\frac{\lambda}{16 \pi^{2} \varepsilon}+O\left(\lambda^{2}\right)\right)
\end{aligned}
$$

which gives to lowest order

$$
\begin{aligned}
\beta_{\lambda}(\lambda) & =\frac{3 \lambda^{2}}{16 \pi^{2}}+O\left(\lambda^{3}\right), \\
\gamma_{m^{2}}(\lambda) & =\frac{\lambda}{16 \pi^{2}}+O\left(\lambda^{2}\right),
\end{aligned}
$$

and we also have $\gamma_{\phi}(\lambda)=O\left(\lambda^{2}\right)$.

### 3.4.3 Evolution of Coupling Constants

We consider here solving the CALLAN-SYMANZIK equation but since this may be derived in any renormalisable theory we consider this in general without restriction to any particular theory. For simplicity we consider a single dimensionless coupling $g$ with a corresponding $\beta$-function $\beta(g)$. If we set any mass $m=0$ the equation has the generic form

$$
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}+\gamma(g)\right) G(\{p\} ; g, \mu)=0
$$

for $G(\{p\} ; g, \mu)$ a physical function of a set momenta $\{p\}$ and also of the coupling $g$ as well as the regularisation scale $\mu$.

If $G$ is dimensionless, it can only depend on the quotient $\frac{p}{\mu}$ for all momenta:

$$
G(\{p\} ; g, \mu)=F\left(\left\{\frac{p}{\mu}\right\} ; g\right)
$$

for some function $F$. Thus we can regard $G$ as only a function of $g$ and $\mu$. It is always possible to ensure that $G$ is dimensionless by factoring out suitable momenta. The crucial point is then that the dependence on $p$, which is physically interesting, is related to the dependence on the arbitrary mass scale $\mu$. For the moment we drop $\gamma$ and be restored later. The basic equation is then simply

$$
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}\right) G(g, \mu)=0
$$

where the dependence on the momenta is left implicit. There exists a standard procedure, the method of characteristics, to solve this; define a quantity $g(\mu)$ (which is called the running coupling) by the requirement that it is a solution of

$$
\mu \frac{d}{d \mu} g=\beta(g)
$$

This equation can be solved by

$$
\int_{g\left(\mu_{0}\right)}^{g(\mu)} \frac{d g}{\beta(g)}=\log \frac{\mu}{\mu_{0}} .
$$

Then the partial differential equation is reduced to

$$
\mu \frac{d}{d \mu} G(g(\mu), \mu)=0
$$

which requires that $G(g(\mu), \mu)$ is independent of $\mu$ or

$$
G(g(\mu), \mu)=G\left(g\left(\mu_{0}\right), \mu_{0}\right) .
$$

This is a reflection of the arbitrariness of $\mu$, the direct dependence on $\mu$ is compensated by the dependence on $g(\mu)$, so that $\mu, g$ are replaced by a single parameter.

If there is only one momentum, so that $F=F\left(\frac{p^{2}}{\mu^{2}} ; g\right)$, the solution shows that

$$
F\left(\frac{p^{2}}{\mu^{2}} ; g(\mu)\right)=F\left(\frac{p^{2}}{\mu_{0}^{2}} ; g\left(\mu_{0}\right)\right) .
$$

We may choose $\mu_{0}=p$ and then

$$
F\left(\frac{p^{2}}{\mu^{2}} ; g(\mu)\right)=F(1 ; g(p)),
$$

so that the dependence on $p$ is just given by $g(p)$. This allows us to make statements about the properties of the theory which follow from analysing how it depends on the coupling.

First we consider the qualitative features the solution for the running coupling $g(\mu)$. If $\beta(g)>0$ then $g$ increases with $\mu$, whereas if $\beta(g)<0$ then $g$ decreases with $\mu$. A graph for $\beta(g)$ if $\beta(g)>0$ for small $g$ and also if $\beta\left(g_{*}\right)=0$ for some finite $g_{*}$ has the form


For such a functional dependence $g(\mu) \rightarrow g_{*}$ as $\mu \rightarrow \infty$. We can say that $g_{*}$ is an ultraviolet $(U V)$ fixed point. If we assume $\beta(g)$ is negative for small $g$, the picture looks like this:


In this case $g(\mu) \rightarrow 0$ as $\mu \rightarrow \infty$. (Note that always $\beta(0)=0$.) In this case $g=0$ is an ultraviolet fixed point. This situation is referred to as asymptotic freedom.

Let us now bring $\gamma$ back into the equation and see what modification of the solution is required. For

$$
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}+\gamma(g)\right) G(g, \mu)=0
$$

we introduce $g(\mu)$ as before and the equation becomes

$$
\mu \frac{d}{d \mu} G(g(\mu), \mu)=-\gamma(g(\mu)) G(g(\mu), \mu)
$$

This can be integrated to give

$$
G(g(\mu), \mu)=e^{-\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma(g(s))} G\left(g\left(\mu_{0}\right), \mu_{0}\right)
$$

The exponent may also be rewritten by a change of integration variable as

$$
\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma(g(s))=\int_{g\left(\mu_{0}\right)}^{g(\mu)} d g \frac{\gamma(g)}{\beta(g)}
$$

If there is a UV fixed point $g_{*}$ then

$$
\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma(g(s)) \longrightarrow \gamma\left(g_{*}\right) \cdot \log \mu \quad \text { as } \quad \mu \rightarrow \infty
$$

For the function of a single momentum $F$ these results give

$$
F\left(\frac{p^{2}}{\mu^{2}} ; g(\mu)\right)=e^{\int_{\mu}^{p} \frac{d s}{s} \gamma(g(s))} F(1 ; g(p))
$$

Asymptotically, when there is an ultraviolet fixed point, as $p \rightarrow \infty$,

$$
F\left(\frac{p^{2}}{\mu^{2}} ; g(\mu)\right) \sim p^{\gamma\left(g_{*}\right)} F\left(1 ; g_{*}\right) .
$$

When $g$ is small we may use perturbative results. As an example suppose

$$
\beta(g)=-b g^{3} .
$$

If $b>0$ there is asymptotic freedom and as $g(\mu) \rightarrow 0$ for large $\mu$ the small $g$ perturbative results become a valid approximation. The running coupling is then given by the following integral,

$$
-\frac{1}{b} \int_{g\left(\mu_{0}\right)}^{g(\mu)} \frac{d g}{g^{3}}=\log \frac{\mu}{\mu_{0}} \Rightarrow \frac{1}{g(\mu)^{2}}-\frac{1}{g\left(\mu_{0}\right)^{2}}=2 b \log \frac{\mu}{\mu_{0}}
$$

Now the right-hand side goes to infinity as $\mu \rightarrow \infty$, and so $g(\mu)^{2} \rightarrow 0$ if $b>0$. We can rewrite this as

$$
\frac{1}{g(\mu)^{2}}=b \log \frac{\mu^{2}}{\Lambda^{2}}
$$

for some constant $\Lambda$. Alternatively the constant $\Lambda$, which appears as a constant of integration, is given by

$$
\Lambda=\mu e^{-\frac{1}{2 b g(\mu)^{2}}} .
$$

Let us suppose that $\gamma(g)=c g^{2}$ as well; then the integral in the solution of the RG equation gives

$$
\int_{g(\mu)}^{g(p)} d g \frac{\gamma(g)}{\beta(g)}=-\frac{c}{b} \log \frac{g(p)}{g(\mu)} .
$$

The solution for $F\left(p^{2} / \mu^{2} ; g\right)$ becomes

$$
F\left(\frac{p^{2}}{\mu^{2}} ; g(\mu)\right)=\left(\frac{g^{2}(p)}{g^{2}(\mu)}\right)^{-\frac{c}{2 b}} F(1 ; g(p)) .
$$

As $p \rightarrow \infty, g(p) \rightarrow 0$, with asymptotic freedom, so that perturbative results for $\beta(g), \gamma(g)$ and also $F\left(p^{2} / \mu^{2} ; g\right)$ can be used to give a precise well justified, prediction for this limit. This illustrates how asymptotic freedom can be use to find out about the behaviour of quantum field theories such as QCD for large momenta when perturbative results show $\beta(g)<0$.

As a final consideration, let us now introduce a mass term, assuming that we have an equation (here for a single coupling $g$ )

$$
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}+\gamma_{m^{2}}(g) m^{2} \frac{\partial}{\partial m^{2}}+\gamma(g)\right) G\left(g, m^{2}, \mu\right)=0 .
$$

As before we solve this by introducing a running coupling $g(\mu)$ and also a running mass $m(\mu)$, which is determined by the analogous equation

$$
\mu \frac{d}{d \mu} m^{2}=\gamma_{m^{2}}(g(\mu)) m^{2}
$$

This can be solved by

$$
m^{2}(\mu)=m^{2}\left(\mu_{0}\right) e^{\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma_{m^{2}}(g(s))}
$$

constant $g$. The solution of the RG equation now becomes

$$
G\left(g(\mu), m^{2}(\mu), \mu\right)=e^{-\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma(g(s))} G\left(g\left(\mu_{0}\right), m^{2}\left(\mu_{0}\right), \mu_{0}\right),
$$

which reduces to the previous solution when $m^{2}=0$. For a function of a single momentum $p$ we let $G \rightarrow F\left(p^{2} / \mu^{2}, m^{2} / \mu^{2}, g\right)$ and the solution becomes

$$
F\left(\frac{p^{2}}{\mu^{2}}, \frac{m^{2}}{\mu^{2}}, g(\mu)\right)=e^{\int_{\mu}^{p} \frac{d s}{s} \gamma(g(s))} F\left(1, \frac{m^{2}(p)}{p^{2}}, g(p)\right)
$$

Now again consider the situation where we take the limit $p \rightarrow \infty$ and we have an ultraviolet fixed point $g_{*}$, so that $g(p) \rightarrow g_{*}$ for $p \rightarrow \infty$. In this case

$$
\int_{\mu_{0}}^{\mu} \frac{d s}{s} \gamma_{m^{2}}(g(s)) \longrightarrow \gamma_{m^{2}}\left(g_{*}\right) \cdot \log \mu \quad \text { as } \quad \mu \rightarrow \infty
$$

So long as $\gamma_{m^{2}}\left(g_{*}\right)<2$ then the dependence on $m^{2}$ can be neglected in the asymptotic limit. For asymptotically free theories $\gamma_{m^{2}}(g)=O\left(g^{2}\right)$ and the masses can also be neglected in the UV limit.

### 3.5 Effective Potentials

In classical dynamics, if there is a potential $V(\phi)$, then the ground state is determined by the minimum of $V$. If $V\left(\phi_{0}\right)=V_{\min }$. then in the ground state $\phi=\phi_{0}$. This may be degenerate or there may be several minima of $V(\phi)$ each of which define potential stable ground states. Since in a quantum field theory the classical potential requires additional counterterms it is necessary to reconsider how the ground state is determined.

In quantum field theory, what we mean by the ground state is the vacuum $|0\rangle$, which is required to be the state of zero energy. The quantum ground state is determined by a modified effective potential $V_{\text {eff. }}(\phi)$, which we show here how to define and also how to calculate in perturbative quantum field theory. The essential definition is through the generating functional $\Gamma[\varphi]$ for connected one-particle irreducible graphs. We have

$$
\left.\Gamma[\varphi]\right|_{\varphi=\text { const. }}=\mathcal{V} V_{\text {eff. }}(\varphi), \quad \mathcal{V}=\int d^{d} x
$$

where $\mathcal{V}$ is the volume of spacetime (for this to be well defined it is necessary to consider a finite region and then take the limit as the volume becomes large). $V_{\text {eff. }}(\varphi)$ is equal to the minimum energy density subject $\left\langle 0_{\varphi}\right| \hat{\phi}\left|0_{\varphi}\right\rangle=\varphi$. The quantum vacuum is then $\left|0_{\varphi_{0}}\right\rangle$ with $\varphi_{0}$ determined by the global minimum of $V_{\text {eff. }}(\varphi)$.

In perturbation theory $V_{\text {eff. }}(\phi)$ may be calculated as an expansion with the first term the classical potential $V(\phi)$; we will explain in outline how we can do that, at least in the simplest case, and also show how divergencies are treated in this case. We discuss only the lowest approximation beyond the classical potential, but this can be extended to higher orders. The basic definitions are

$$
e^{i W[J]}=\int d[\phi] e^{i S[\phi]+i \int d^{d} x J(x) \phi(x)}, \quad \Gamma[\varphi]=-W[J]+\int d^{d} x J(x) \varphi(x)
$$

where

$$
\frac{\delta W[J]}{\delta J(x)}=\varphi(x)=\langle\phi(x)\rangle_{J}
$$

Here $\langle.\rangle_{J}$ denotes that it is calculated with the action $S_{J}[\phi]=S[\phi]+\int d^{d} x J(x) \phi(x)$. The perturbation expansion is obtained by taking $\phi(x)=\varphi+f(x)$, with $\varphi$ here a constant and is sometimes referred to as the background field. The action is then expanded in terms of $f(x)$ to obtain

$$
S[\phi]=S[\varphi]+\int d^{d} x \frac{\delta S[\varphi]}{\delta \varphi(x)} f(x)-\frac{1}{2} \int d^{d} x f(x) \Delta f(x)+O\left(f^{3}\right)
$$

For the simple scalar field theory with the action

$$
S[\phi]=\int d^{d} x\left(-\frac{1}{2} \partial \phi \cdot \partial \phi-V(\phi)\right)
$$

we have

$$
\frac{\delta S[\varphi]}{\delta \varphi(x)}:=J_{\varphi}=\partial^{2} \varphi-V^{\prime}(\varphi)=-V^{\prime}(\varphi), \quad \text { for } \quad \varphi \quad \text { const. }
$$

and

$$
-\int d^{d} x f(x) \Delta f(x)=\int d^{d} x\left(-\partial f \cdot \partial f-V^{\prime \prime}(\varphi) f^{2}\right), \quad \Delta=-\partial^{2}+V^{\prime \prime}(\varphi)
$$

Taking $J(x)=J_{\varphi}$ and neglecting the $O\left(f^{3}\right)$ terms in the expansion of the action and using $d[\phi]=d[f]$ gives

$$
e^{i W\left[J_{\varphi}\right]} \approx e^{i S[\varphi]+i \int d^{d} x J_{\varphi} \varphi} \int d[f] e^{-\frac{i}{2} \int d^{d} x f(x) \Delta f(x)}
$$

and it is evident that

$$
\langle f\rangle_{J_{\varphi}}=\int d[f] f e^{-\frac{i}{2} \int d^{d} x f(x) \Delta f(x)}=0 \quad \Rightarrow \quad\langle\phi\rangle_{J_{\varphi}}=\varphi
$$

Hence we recover the relation

$$
\left.\frac{\delta W[J]}{\delta J(x)}\right|_{J=J_{\varphi}}=\varphi
$$

and also we have

$$
e^{-i \Gamma[\varphi]}=e^{i S[\varphi]} \int d[f] e^{-\frac{i}{2} \int d^{d} x f(x) \Delta f(x)}
$$

The Gaussian functional integral is evaluated as usual giving

$$
\int d[f] e^{-\frac{i}{2} \int d^{d} x f(x) \Delta f(x)}=(\operatorname{det} \Delta)^{-\frac{1}{2}}\left(\operatorname{det} \Delta_{0}\right)^{\frac{1}{2}}
$$

where the normalisation is chosen so that when $V=0$ the integral will be one, which requires

$$
\Delta_{0}=-\partial^{2}
$$

We may now take the logarithm to obtain

$$
\Gamma[\varphi]:=\int d^{d} x V_{\text {eff. }}(\varphi)=\int d^{d} x V(\varphi)-\frac{i}{2}\left(\log \operatorname{det} \Delta-\log \operatorname{det} \Delta_{0} .\right)
$$

The additional term involving $\operatorname{det} \Delta / \operatorname{det} \Delta_{0}$ is then the first quantum correction to the classical potential.

To calculate the determinants we use the relation $\log \operatorname{det} \Delta=\operatorname{tr} \log \Delta$. The trace is obtained by summing over the eigenvalues of the operator $\Delta$. Since $V^{\prime \prime}(\varphi)$ is a constant the eigenfunctions are given by $e^{i k \cdot x}$, with corresponding eigenvalues $k^{2}+V^{\prime \prime}(\varphi)$. If the system is in a large box of size $L$ then, with suitable boundary conditions, $k=O\left(L^{-1}\right)$ and is discrete. As in statistical mechanics as $L \rightarrow \infty$ we may replace the sum over $k$ by

$$
\sum_{k} \rightarrow \mathcal{V} \int \frac{d^{d} k}{(2 \pi)^{d}}
$$

for $\mathcal{V}=O\left(L^{d}\right)$ the volume of the box. This gives the result, factoring off $\mathcal{V}$,

$$
V_{\mathrm{eff.}}(\varphi)=V(\varphi)-\frac{i}{2} \int \frac{d^{d} k}{(2 \pi)^{d}}\left(\log \left(k^{2}+V^{\prime \prime}(\varphi)-i \varepsilon\right)-\log \left(k^{2}-i \varepsilon\right)\right)
$$

where the singularities are treated just as in Feynman propagators. Performing a Wick rotation by analytically continuing the contour of $k_{0}$ :

$$
V_{\text {eff. }}(\varphi)=V(\varphi)+\frac{1}{2} \int \frac{d^{d} k}{(2 \pi)^{d}}\left(\log \left(k^{2}+V^{\prime \prime}(\varphi)\right)-\log k^{2}\right)
$$

where now $k^{2}>0$.

To carry out the integral, we use an integral representation for $a, b>0$ :

$$
-\log \frac{a}{b}=\int_{0}^{\infty} \frac{d \alpha}{\alpha}\left(e^{-a \alpha}-e^{-b \alpha}\right),
$$

and then, for $a>0$,

$$
\int \frac{d^{d} k}{(2 \pi)^{d}} e^{-a k^{2}}=\frac{1}{(4 \pi a)^{\frac{d}{2}}} .
$$

Hence we may compute

$$
\begin{aligned}
V_{\mathrm{eff}}(\varphi) & =V(\varphi)-\frac{1}{2} \int \frac{d^{d} k}{(2 \pi)^{d}} \int_{0}^{\infty} \frac{d \alpha}{\alpha}\left(e^{-\alpha\left(k^{2}+V^{\prime \prime}(\varphi)\right)}-e^{-\alpha k^{2}}\right) \\
& =V(\varphi)-\frac{1}{2} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha \alpha^{-\frac{d}{2}-1}\left(e^{-\alpha V^{\prime \prime}(\varphi)}-1\right)
\end{aligned}
$$

This is convergent for $0<d<2$. With an integration by parts and the standard Gamma function integral

$$
\begin{aligned}
V_{\text {eff. }}(\varphi) & =V(\varphi)+\frac{1}{d} \frac{1}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{\infty} d \alpha\left(\frac{d}{d \alpha} \alpha^{-\frac{d}{2}}\right)\left(e^{-\alpha V^{\prime \prime}(\varphi)}-1\right) \\
& =V(\varphi)+\frac{1}{d} \frac{1}{(4 \pi)^{\frac{d}{2}}} V^{\prime \prime}(\varphi) \int_{0}^{\infty} d \alpha \alpha^{-\frac{d}{2}} e^{-\alpha V^{\prime \prime}(\varphi)} \\
& =V(\varphi)+\frac{1}{d} \frac{\Gamma\left(1-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} V^{\prime \prime}(\varphi)^{\frac{d}{2}}=V(\varphi)-\frac{\Gamma\left(-\frac{d}{2}\right)}{2(4 \pi)^{\frac{d}{2}}} V^{\prime \prime}(\varphi)^{\frac{d}{2}} .
\end{aligned}
$$

Note that this makes sense only when $V^{\prime \prime}(\varphi)>0$.
The result is valid for general $d$ but $\Gamma\left(-\frac{d}{2}\right)$ has poles at $d=0,2$ and $d=4$ reflecting divergencies. In particular

$$
\Gamma\left(-\frac{d}{2}\right) \sim \frac{1}{\varepsilon} e^{-\frac{1}{2} \gamma \varepsilon}\left(1+\frac{3}{4} \varepsilon\right), \quad d=4-\varepsilon
$$

This pole is removed by adding the counterterm potential

$$
V_{\text {c.t. }}(\varphi)=\frac{\mu^{-\varepsilon}}{32 \pi^{2} \varepsilon} V^{\prime \prime}(\varphi)^{2} .
$$

where the arbitrary mass $\mu$ has been introduced to ensure dimensional consistency since $V(\varphi)$ has dimension $d$ and $V^{\prime \prime}(\varphi)$ has dimension 2. Since $V^{\prime \prime}(\varphi)^{\frac{d}{2}} \sim V^{\prime \prime}(\varphi)^{2}\left(1-\frac{1}{2} \epsilon \log V^{\prime \prime}(\varphi)\right)$ then

$$
\begin{aligned}
V_{\text {eff.,ren. }}(\varphi) & =\left.\left(V_{\text {eff. }}(\varphi)+V_{\text {c.t. }}(\varphi)\right)\right|_{\varepsilon \rightarrow 0} \\
& =V(\varphi)+\frac{1}{64 \pi^{2}} V^{\prime \prime}(\varphi)^{2}\left(\log \frac{V^{\prime \prime}(\varphi)}{\hat{\mu}^{2}}-\frac{3}{2}\right), \quad \hat{\mu}^{2}=4 \pi e^{-\gamma} \mu^{2}
\end{aligned}
$$

It is important to recognise that $V_{\text {eff.,ren. }}(\varphi)$ is, as a consequence of the necessity of adding counterterms to ensure finiteness, arbitrary up to the addition of a finite quartic polynomial in $\varphi$. Thus in this result the coefficient of $V^{\prime \prime}(\varphi)^{2}$, as opposed to that for $V^{\prime \prime}(\varphi)^{2} \ln V^{\prime \prime}(\varphi)$, has no physical significance. This freedom can be removed by specifying the derivatives $V_{\text {eff.,ren. }}^{(n)}(0), n=$ $1,2,3,4$, as the parameters on which the theory depends (if the theory has a $\phi \leftrightarrow-\phi$ symmetry, only $n=2,4$ are relevant). Note that, from the relation to $\Gamma[\varphi]$, we have $V_{\text {eff.,ren. }}^{(n)}(0)=$ $-\hat{\tau}_{n}(0, \ldots, 0)_{\text {ren. }}$.

It is the effective potential whose minima determine the ground state for a quantum field theory. These may be different from those for the classical theory, even if the parameters describing each are matched in some way. The finite $V_{\text {eff.,ren. }}(\varphi)$ depends on the arbitrary scale
$\mu$ which is introduced through regularisation of the Feynman integrals for vacuum diagrams that are used to calculate it. In consequence it satisfies an RG equation which has the typical form, if there is one coupling $g$,

$$
\left(\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}-\gamma_{\phi}(g) \varphi \frac{\partial}{\partial \varphi}\right) V_{\text {eff.,ren. }}(\varphi)=0
$$

## 4 Gauge Theories

Up to now we have mainly used scalar field theory as an example of a quantum field theory; the point is that realistic theories involve gauge fields and fermions. Associated with each gauge field is a gauge group, which is usually a continuous $\mathrm{LIE}^{33}$ group. In the most important examples ${ }^{34}$, these are

| Theory: | QED | Weinberg-Salam model | QCD, |
| :---: | :---: | :---: | :---: |
| Gauge Group: | $U(1)$ | $S U(2) \times U(1)$ | $S U(3)$. |

The gauge fields are vector fields, so they have a Lorentz index $A_{\mu}(x)$, and they belong to the Lie algebra $L_{G}$ of the Lie group $G$. Denoting the set of all vector fields taking values in $L_{G}$ by $\mathcal{A}$, we can write this as

$$
A_{\mu} \in \mathcal{A}
$$

In a formal sense, the gauge group $\mathcal{G}$ is defined by

$$
\mathcal{G} \simeq \bigotimes_{x} G_{x}
$$

i.e. an element of $\mathcal{G}$ is a map from spacetime points to elements of the Lie group $G$ (this becomes precise when spacetime is approximated by a lattice).

### 4.1 Brief Summary of Lie Algebras and Gauge Fields

For a continuous LiE group $G$ the elements $g(\theta)$ depend on parameters $\theta_{r}, r=1, \ldots, \operatorname{dim} G$, where everything is continuous and differentiable with respect to $\theta$. (When considering gauge groups, the parameters $\theta$ are taken to be functions of the spacetime points $x$.) The group structure of $G$ means that for any given $\theta, \theta^{\prime}$,

$$
g(\theta) g\left(\theta^{\prime}\right)=g\left(\theta^{\prime \prime}\right)
$$

for some $\theta^{\prime \prime}$. Generally $g(0)=e$, the identity. A LiE algebra is a vector space equipped with a Lie bracket $[\cdot, \cdot]$, so that

$$
X, Y \in L_{G} \quad \Rightarrow[X, Y] \in L_{G}
$$

The Lie bracket is antisymmetric and satisfies a Jacobi identity.

$$
[X, Y]=-[Y, X], \quad[[X, Y], Z]+[[Z, X], Y]+[[Y, Z], X]=0
$$

We can conjugate elements of the Lie algebra by group elements,

$$
g^{-1} X g \in L_{G}, \quad g \in G
$$

For a small change in $g$

$$
g^{-1} d g \in L_{G}
$$

and there is also an exponentiation map from the LIE algebra to a one parameter subgroup of LIE group:

$$
\exp : L_{G} \rightarrow G ; \quad X \rightarrow g_{t}=\exp (t X)
$$

We can take a basis $\left\{t_{a}\right\}, a=1, \ldots, \operatorname{dim} G$, for $L_{G}$, so that any $X \in L_{G}$ can be written as $X=X_{a} t_{a}$, and define structure constants $f_{a b c}$ by

$$
\left[t_{a}, t_{b}\right]=f_{a b c} t_{c}
$$

where the basis may be chosen so that $f_{a b c}$ is totally antisymmetric. With a basis we have

$$
g(\theta)^{-1} d g(\theta)=t_{a} l_{a r}(\theta) d \theta_{r},
$$

[^20]and we may choose $l_{a r}(0)=\delta_{a r}$. It is easy to see that
$$
g_{0} g(\theta)=g\left(\theta^{\prime}\right) \quad \Rightarrow \quad l_{a r}(\theta) d \theta_{r}=l_{a r}\left(\theta^{\prime}\right) d \theta_{r}^{\prime}
$$
for fixed $g_{0}$. Under the change of variables $\theta \rightarrow \theta^{\prime}$, the JACOBIan $\operatorname{det}\left[\partial \theta^{\prime} / \partial \theta\right]=\operatorname{det} l(\theta) / \operatorname{det} l\left(\theta^{\prime}\right)$ and we may define invariant integration over the group by
$$
d \mu(g)=\operatorname{det} l(\theta) \prod_{r} d \theta_{r} \quad \Rightarrow \quad \int d \mu(g) f(g)=\int d \mu(g) f\left(g_{0} g\right)
$$

For compact groups $\int_{G} d \mu(g)$ is finite.
With a basis then for any $X \in L_{G}$ there is a corresponding matrix defined by

$$
\left[t_{a}, X\right]=T_{a b}(X) t_{b}
$$

Clearly

$$
T_{a b}\left(t_{c}\right)=f_{a c b}
$$

The matrices $\underline{T}(X)=\left\{T_{a b}(X)\right\}$ form a representation of the Lie algebra since, as a consequence of the Jacobi identity, $[\underline{T}(X), \underline{T}(Y)]=\underline{T}([X, Y])$, where we use standard matrix multiplication. This is called the adjoint representation of the Lie algebra, the matrices have dimension $\operatorname{dim} G \times \operatorname{dim} G$ where the parameters $\theta$ have dimension $\operatorname{dim} G$ (note that $\operatorname{dim} S U(2)=3$, whereas $\operatorname{dim} S U(3)=8$ ). The adjoint representation can be extended to $G$ by $g^{-1} t_{a} g=D_{a b}(g) t_{b}$.

There is also an quadratic form $X \cdot Y$ which is invariant under a conjugation

$$
X \cdot Y=g^{-1} X g \cdot g^{-1} Y g
$$

An equivalent relation for the Lie algebra, obtained for $g \rightarrow g_{t}=\exp (t Z)$ and letting $t \rightarrow 0$, is

$$
[X, Z] \cdot Y+X \cdot[Y, Z]=0
$$

If $G$ is compact the scalar product is positive definite. By a suitable change of basis one can then arrange

$$
t_{a} \cdot t_{b}=\delta_{a b}
$$

For simple Lie groups, those not of the form $G \times G^{\prime}$, the scalar product is unique.
A gauge transformation of a gauge field $A_{\mu}(x)$ by an element of the gauge group $g(x)$, i.e. $g(x) \in G$ for each $x$, is defined by

$$
A_{\mu}(x) \rightarrow A_{\mu}^{g}(x):=g(x)^{-1} A_{\mu}(x) g(x)+g(x)^{-1} \partial_{\mu} g(x) .
$$

In the case of $G=U(1)$, we can write $g(x)=e^{i \lambda(x)}$, so that

$$
A_{\mu}^{g}(x)=A_{\mu}(x)+i \partial_{\mu} \lambda(x) .
$$

The gauge field may be expanded

$$
A_{\mu}=A_{\mu, a} t_{a},
$$

for $a=1, \ldots, \operatorname{dim} G$, and plays the role of a connection similar to general relativity; the corresponding curvature is

$$
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]
$$

Under a gauge transformation,

$$
F_{\mu \nu}(x) \rightarrow F_{\mu \nu}^{g}(x)=g(x)^{-1} F_{\mu \nu}(x) g(x),
$$

where $F_{\mu \nu}^{g}(x)$ is the curvature formed from the transformed connection $A_{\mu}^{g}(x)$. Unlike $A_{\mu}, F_{\mu \nu}$ transforms homogeneously under gauge transformations.

With the connection we can define a covariant derivative acting on fields $\phi$ belonging to a representation space $V_{\phi}$ for the Lie algebra

$$
D_{\mu} \phi=\partial_{\mu} \phi+A_{\mu} \phi,
$$

where

$$
A_{\mu}=A_{\mu, a} T_{a}
$$

forming $T_{a}$ form a representation of the LiE algebra, i.e. they are matrices acting on $V_{\phi}$ satisfying $\left[T_{a}, T_{b}\right]=f_{a b c} T_{c}$. Under a gauge transformation $\phi \rightarrow \phi^{g}=R(g) \phi$, where $R(g)$ is the matrix corresponding to $g$ in the representation defined on $V_{\phi}$. The gauge transformations are defined so that $\left(D_{\mu} \phi\right)^{g}=D^{g}{ }_{\mu} \phi^{g}$. It is straightforward to see that we can write

$$
\left[D_{\mu}, D_{\nu}\right]=F_{\mu \nu, a} T_{a}
$$

The gauge fields belong to the representation space for the adjoint representation so that the covariant derivative becomes

$$
\left(D_{\lambda} F_{\mu \nu}\right)_{a}=\partial_{\lambda} F_{\mu \nu, a}+\left[A_{\lambda}, F_{\mu \nu}\right]_{a}=\partial_{\lambda} F_{\mu \nu, a}+T_{a b}\left(A_{\lambda}\right) F_{\mu \nu, b}
$$

Also for an infinitesimal gauge transformation

$$
\delta A_{\mu}=D_{\mu} \lambda,
$$

for $D_{\mu}$ the adjoint covariant derivative and $\lambda \in L_{\mathcal{G}}$, formed by fields $\lambda_{a}(x)$ with $\lambda_{a}(x) t_{a} \in L_{G}$.
The curvature satisfies the crucial BIANCHI ${ }^{35}$ identity, which may be obtained by using the Jacobi identity for $\left[D_{\lambda},\left[D_{\mu}, D_{\nu}\right]\right]$,

$$
D_{\lambda} F_{\mu \nu}+D_{\nu} F_{\lambda \mu}+D_{\mu} F_{\nu \lambda}=0
$$

for $D_{\mu}$ the adjoint covariant derivative as above.

### 4.2 Gauge Fields in Quantum Field Theory

The simplest gauge invariant scalar which forms a LAGRANGian is

$$
\mathcal{L}=-\frac{1}{4 g^{2}} F^{\mu \nu} \cdot F_{\mu \nu}
$$

where $g$ is introduced as a overall coefficient and is the coupling for the gauge theory. The corresponding action is then

$$
S[A]=\int d^{d} x \mathcal{L}(x)
$$

Clearly $S[A]=S\left[A^{g}\right]$. There is no constraint on the dimension. The variational equations $\delta S=0$ give the equations of motion

$$
D^{\mu} F_{\mu \nu}=0
$$

These equations do not depend on $g$ which is irrelevant classically.
Let us suppose that $A_{\mu}(x)$ is a solution to these equations, then, as a consequence of gauge invariance, $A_{\mu}^{g}(x)$ is also a solution for any element $g(x)$ of the gauge group. Since $g(x)$ is unconstrained the dynamical equations do not have unique solutions given some initial conditions on $A_{\mu}(x)$ and its time derivative at some initial time. At the classical level this is not too important (for abelian electrodynamics $F_{\mu \nu}$ is gauge invariant), but it leads to potential problems in quantisation. The dynamical variables in this gauge theory really belong to the equivalence class of gauge fields modulo gauge transformations

$$
\mathcal{A} / \mathcal{G}=\left\{A_{\mu} \sim A_{\mu}^{g}: A_{\mu} \in \mathcal{A}, g \in \mathcal{G}\right\}
$$

One way of thinking about this is that gauge theories have redundant degrees of freedom which do not have any dynamical role. The space $\mathcal{A} / \mathcal{G}$ is nontrivial in a topological sense. Only on $\mathcal{A} / \mathcal{G}$ is there a well defined initial value problem.

To exhibit the potential difficulties in quantising we first consider a canonical approach. When quantising a classical theory given by a Lagrangian $L\left(q^{i}, \dot{q}^{i}\right)$, one first defines the conjugate momenta by

$$
p_{i}=\frac{\partial L}{\partial \dot{q}^{i}},
$$

[^21]which gives $p_{i}(q, \dot{q})$. It is crucial that this should be invertible so that we can write $\dot{q}^{i}(q, p)$. For a gauge theory we let $q^{i} \rightarrow A_{\mu}(\vec{x})$. Then the conjugate momenta are given by
$$
\frac{\partial \mathcal{L}}{\partial \dot{A}_{i}}=-\frac{1}{g^{2}} F^{0 i}, \quad \frac{\partial \mathcal{L}}{\partial \dot{A}_{0}}=0 .
$$
$\mathcal{L}$ does not depend on $\dot{A}_{0}$, but if we vary $A_{0}$, we get from $\delta S=0$,
$$
D_{i} F^{0 i}=0
$$
which is a non dynamical equation, without $t$ derivatives, similar to $\vec{\nabla} \cdot \vec{E}=0$ in vacuum electrodynamics. There is no momentum conjugate to $A_{0}$, it is not a dynamical variable, but acts as a LaGRANGE multiplier enforcing a constraint.

Another related problem arises when expanding $S[A]$, which contains quadratic, cubic and quartic terms in $A$. Consider just the quadratic terms then

$$
S[A]=\frac{1}{2 g^{2}} \int d^{d} x\left(-A^{\nu} \cdot(\Delta A)_{\nu}+O\left(A^{3}\right)\right)
$$

where

$$
(\Delta A)_{\nu}=-\partial^{2} A_{\nu}+\partial_{\nu} \partial^{\mu} A_{\mu}
$$

In quantum field theory then, for a perturbation approach in terms of Feynman diagrams, we need to invert $\Delta$ to define the Feynman propagator. But it is easy to see that for any function $\lambda$

$$
(\Delta \partial \lambda)_{\nu}=0,
$$

which is a consequence of $S\left[A^{g}\right]=S[A]$. We cannot then invert $\Delta$ in a straightforward fashion so that there is no direct perturbative expansion with the cubic and higher order terms defining the interaction.

These issues no longer arise if the dynamical variables are regarded as belonging to $\mathcal{A} / \mathcal{G}$ instead of $\mathcal{A}$. In a functional integral approach this requires that the quantum field theory is defined by

$$
\int_{\mathcal{A} / \mathcal{G}} d \mu[A] e^{i S[A]}
$$

where is some measure on $\mathcal{A} / \mathcal{G}$ that we need to define. In general we require that

$$
\int_{\mathcal{A}} d[A]=\int_{\mathcal{G}} d \mu[g] \int_{\mathcal{A} / \mathcal{G}} d \mu[A],
$$

where the integration over the gauge group $\mathcal{G}$ is required to satisfy

$$
\int_{\mathcal{G}} d \mu[g] F[g]=\int_{\mathcal{G}} d \mu[g] F\left[g_{0} g\right] \quad \text { for any } \quad g_{0} \in \mathcal{G}
$$

There is a standard prescription for constructing the required measure on $\mathcal{A} / \mathcal{G}$ which is to consider an integration over all fields $d[A]$ and impose a gauge fixing condition $F(A)=0$, where $F(A)$ depends locally on $A_{\mu}(x)$ and its derivatives. We assume that for any $A \in \mathcal{A}$ there is a $g \in \mathcal{G}$ such that $F\left(A^{g}\right)=0$; furthermore we require that there is a unique such $g$. This, however, is not possible in general for any $A$, because $\mathcal{A} / \mathcal{G}$ is topologically non trivial, but it is feasible for small $A$, and this is sufficient in perturbation theory. It is also essential for the functional integral to be just on $\mathcal{A} / \mathcal{G}$ that the results are independent of the particular choice of the gauge fixing function $F(A)$.

To achieve these requirements we suppose that

$$
\int_{\mathcal{A} / \mathcal{G}} d \mu[A]=\int_{\mathcal{A}} d[A] \cdot \delta[F(A)] \cdot M[A]
$$

where we have included a functional delta function imposing the gauge fixing condition and also have introduced the function $M[A]$, defined for $A$ satisfying $F(A)=0$, which compensates for the choice of $F$. This is achieved by requiring

$$
\int_{\mathcal{G}} d \mu[g] \delta\left[F\left(A^{g}\right)\right] \cdot M[A]=1
$$

for any given $A$. Using invariance of the group integration $M\left(A^{g_{0}}\right)=M[A]$. By assumption there exists a unique $g_{0}$ such that $F\left(A^{g_{0}}\right)=0$ so that the only contribution to the integral is for $g \approx g_{0}$. It is easy to see by letting $A \rightarrow A^{g_{0}}$ it is sufficient to assume $g_{0}=e$, the identity. We then note that, since then $A^{g}{ }_{\mu}=A_{\mu}+D_{\mu} \lambda$ where $D_{\mu}$ is the adjoint covariant derivative,

$$
F[A]=0 \quad \Rightarrow \quad F\left[A^{g}\right]=F^{\prime}(A)^{\mu} D_{\mu} \lambda=: \Delta_{\mathrm{gh}} \lambda \quad \text { for }\left.\quad g^{-1} d g\right|_{g=e}=d \lambda \in L_{\mathcal{G}},
$$

or

$$
\Delta_{\mathrm{gh}}=F^{\prime}(A)^{\mu} D_{\mu}
$$

Since we assume $\left.d \mu[g]\right|_{g \approx e}=d[\lambda]$ we have

$$
\int_{\mathcal{G}} d \mu[g] \delta\left[F\left(A^{g}\right)\right]=\int_{L_{\mathcal{G}}} d[\lambda] \delta\left[\Delta_{\mathrm{gh}} \lambda\right]=\left(\operatorname{det} \Delta_{\mathrm{gh}}\right)^{-1}
$$

where the integration has been reduced to one over fields belonging to the LiE algebra of the gauge group. $\Delta_{\mathrm{gh}}$ is called the ghost operator, for reasons which will become apparent later on. Hence

$$
M[A]=\operatorname{det} \Delta_{\mathrm{gh}} .
$$

The functional integral over the gauge fields may now be written as

$$
\begin{aligned}
\int_{\mathcal{A}} d[A] e^{i S[A]} & =\int_{\mathcal{A}} d[A] \int_{\mathcal{G}} d \mu[g] \delta\left[F\left(A^{g}\right)\right] M[A] e^{i S[A]}=\int_{\mathcal{G}} d \mu[g] \int_{\mathcal{A}} d[A] \delta\left[F\left(A^{g}\right)\right] M[A] e^{i S[A]} \\
& =\int_{\mathcal{G}} d \mu[g] \int_{\mathcal{A}} d\left[A^{g}\right] \delta\left[F\left(A^{g}\right)\right] M\left[A^{g}\right] e^{i S\left[A^{g}\right]} \\
& =\int_{\mathcal{G}} d \mu[g] \int_{\mathcal{A}} d[A] \delta[F(A)] M[A] e^{i S[A]},
\end{aligned}
$$

where we use that $d[A], M[A], S[A]$ are invariant under $A \rightarrow A^{g}$. Hence finally we may identify

$$
\int_{\mathcal{A} / \mathcal{G}} d \mu[A] e^{i S[A]}=\int_{\mathcal{A}} d[A] \delta[F(A)] \operatorname{det} \Delta_{\mathrm{gh}} e^{i S[A]},
$$

with $\Delta_{\mathrm{gh}}$ determined by the choice of gauge fixing function $F(A)$.

### 4.2.1 Example: Ordinary Finite Integral

To illustrate how this works we discuss an example for an ordinary finite integral which realises the same issues as for a functional integral over gauge fields. For a vector $\underline{x} \in \mathbb{R}^{n}$, we define $r=|\vec{x}|$ and consider the following integral:

$$
\int d^{n} x f(r)
$$

The integrand has a symmetry under the symmetry group $S O(n)$, so that under $\underline{x} \rightarrow \underline{x}^{\prime}=\underline{R} \underline{x}$, with $\underline{R} \in S O(n)$, then $\left|\underline{x}^{\prime}\right|=|\underline{x}|=r$ is invariant and $d^{n} x^{\prime}=d^{n} x$. The gauge group here is $S O(n)$. Now we know how to evaluate the integral by integrating over angles giving

$$
\int d^{n} x f(r)=S_{n-1} \int_{0}^{\infty} d r r^{n-1} f(r)
$$

where $S_{n-1}=\frac{2 \sqrt{\pi^{n-1}}}{\Gamma\left(\frac{n-1}{2}\right)}$ is the area of an $(n-1)$-dimensional unit sphere.
We now approach this integral in the same fashion as the gauge field functional integral by using a gauge fixing condition. In this case it is clear that by a rotation $\underline{R}$ we can always arrange

$$
\underline{x} \rightarrow \underline{x}_{0}:=r(0,0, \ldots, 0,1) .
$$

This gauge fixing condition is then to set $\underline{x}=\underline{x}_{0}$ which can be realised by introducing

$$
\delta(F(\underline{x})):=\theta\left(x_{n}\right) \prod_{i=1}^{n-1} \delta\left(x_{i}\right)
$$

into the integral. To ensure complete fixing of the gauge freedom for $\underline{x}$ we also require $x_{n}>0$. Just as before, we also introduce a function $M(\underline{x})$ by the requirement

$$
\int_{S O(n)} d \mu(R) \delta(F(\underline{R} \underline{x})) M(\underline{x})=1
$$

where $d \mu(R)$ is the invariant measure for integration over $S O(n)$. In this example the gauge fixing condition does not determine $\underline{R}$ uniquely since there is a subgroup $S O(n-1) \subset S O(n)$, acting on the first $(n-1)$-components, such that for $\underline{R}^{\prime} \in S O(n-1)$ then $\underline{R}^{\prime} \underline{x}_{0}=\underline{x}_{0}$. For the Lie algebra then if $\left\{t_{a}\right\} a=1,2, \ldots, \frac{1}{2} n(n-1)$, are antisymmetric matrices forming the generators of $S O(n)$ then we may decompose $\left\{t_{a}\right\}=\left\{\hat{t}_{i}, t_{s}\right\}$ so that

$$
\hat{t}_{i} \underline{x}_{0}=0, \quad i=1, \ldots, \frac{1}{2}(n-1)(n-2),
$$

with $\hat{t}_{i}$ the generators for the $S O(n-1)$ subgroup, while the remaining generators $t_{s}$ then satisfy

$$
t_{s} \underline{x}_{0}=r(0, \ldots, \underbrace{1}_{s^{\prime} \text { th place }}, \ldots, 0), \quad s=1, \ldots, n-1 .
$$

To calculate $M(\underline{x})$ we need only consider rotations $\underline{R}$ of the form

$$
\underline{R}=\left(1+\theta_{s} t_{s}\right) \underline{R}^{\prime} \quad \text { neglecting } O\left(\theta_{s} \theta_{s^{\prime}}\right) .
$$

For such $\underline{R}$

$$
\underline{R} \underline{x}_{0}=r\left(\theta_{1}, \ldots, \theta_{n-1}, 1\right)+O\left(\theta_{s} \theta_{s^{\prime}}\right),
$$

and therefore

$$
\delta\left(F\left(\underline{R} \underline{x}_{0}\right)\right)=\prod_{i=1}^{n-1} \delta\left(r \theta_{i}\right)
$$

The integration measure may be defined so that

$$
d \mu(\underline{R})=d \mu\left(\underline{R}^{\prime}\right) \prod_{s=1}^{n-1} d \theta_{s}\left(1+O\left(\theta_{s^{\prime}}\right) .\right.
$$

The required integral then becomes

$$
\int_{S O(n)} d \mu(\underline{R}) \delta\left(F\left(\underline{R} \underline{x}_{0}\right)\right)=\int_{S O(n-1)} d \mu\left(\underline{R}^{\prime}\right) \int \prod_{s=1}^{n-1} d \theta_{s} \delta\left(r \theta_{s}\right)=\frac{V_{S O(n-1)}}{r^{n-1}}
$$

where $V_{S O(n-1)}=\int d \mu\left(\underline{R}^{\prime}\right)$ is the volume of the group $S O(n-1)$. Hence we choose the function $M$ to be

$$
M(\underline{x})=\frac{r^{n-1}}{V_{S O(n-1)}} .
$$

Note that $M(\underline{R} \underline{x})=M(\underline{x})$.
Following the same procedure as used for the gauge invariant case the $S O(n)$ invariant integral can be rewritten as

$$
\begin{aligned}
\int d^{n} x f(r) & =\int d^{n} x \int_{S O(n)} d \mu(\underline{R}) \delta(F(\underline{R} \underline{x})) M(\underline{x}) f(r) \\
& =\frac{1}{V_{S O(n-1)}} \int_{S O(n)} d \mu(\underline{R}) \int d^{n} x \delta(F(\underline{R} \underline{x})) r^{n-1} f(r) \\
& =\frac{1}{V_{S O(n-1)}} \int_{S O(n)} d \mu(\underline{R}) \int d^{n} x \theta\left(x_{n}\right) \prod_{i} \delta\left(x_{i}\right) r^{n-1} f(r) \\
& =\frac{V_{S O(n)}}{V_{S O(n-1)}} \int_{0}^{\infty} d r r^{n-1} f(r)
\end{aligned}
$$

where the final integration is just over $x_{n}=r>0$. This is equal to the result obtained by integrating over angles if we use

$$
S_{n-1}=\frac{V_{S O(n)}}{V_{S O(n-1)}}
$$

### 4.2.2 Introduction of Ghost Fields

Returning to the functional integral of a gauge field theory we consider then

$$
\int_{\mathcal{A}} d[A] \delta[F(A)] \operatorname{det} \Delta_{\mathrm{gh}}(A) e^{i S[A]}
$$

where

$$
S[A]=-\frac{1}{4 g^{2}} \int d^{d} x F^{\mu \nu}(x) \cdot F_{\mu \nu}(x)
$$

and we note that in general the ghost operator depends on the gauge field $A$. If it does not the corresponding determinant can be factored out of the functional integral and absorbed in the overall arbitrary normalisation constant. It remains to show how the expansion of this functional integral can be expressed in term of appropriate Feynman rules. To achieve this we seek a representation in which all factors are present in an exponential

First of all, rewrite

$$
\delta[F(A)]=\int d[b] e^{\frac{i}{g^{2}} \int d^{d} x b(x) \cdot F(A)}
$$

where $b(x)$ is a BOSonic field, which like $F_{\mu \nu}$ and $F(A)$, belongs to the Lie algebra. This functional integral is the functional analogue of the usual formula for the $\delta$-function. The prefactor of $\frac{1}{g^{2}}$ has been introduced for later convenience. Also let us rewrite the determinant as a function integral over Grassmann fields, as shown section 2.3,

$$
\operatorname{det} \Delta_{\mathrm{gh}}(A)=\int d[\bar{c}] d[c] e^{i S_{\mathrm{gh}}[\bar{c}, c, A]}
$$

where

$$
S_{g h}[\bar{c}, c, A]=\frac{1}{g^{2}} \int d^{d} x \bar{c}(x) \cdot \Delta_{\mathrm{gh}}(A) c(x)
$$

$\bar{c}$ and $c$ are here Fermion scalar fields, which also belong to the LiE algebra, and are treated as independent fields. They are called ghost fields since they are unphysical because they do not correspond to physical particles, having the wrong statistics.

The function integral then becomes

$$
\int d[A] d[b] d[\bar{c}] d[c] e^{i S_{q}[A, b, c, \bar{c}]}
$$

where the quantum action is given by

$$
S_{q}[A, b, c, \bar{c}]=\frac{1}{g^{2}} \int d^{d} x\left(-\frac{1}{4} F^{\mu \nu}(x) \cdot F_{\mu \nu}(x)+b(x) \cdot F(A)+\bar{c}(x) \cdot \Delta_{\mathrm{gh}}(A) c(x)\right) .
$$

The additional auxiliary field $b$ adds an additional degree of freedom while the Grassmann ghost fields $\bar{c}, c$ subtract two degrees of freedom so that the net degrees of freedom correspond to that for gauge fields modulo gauge transformations.

There is a further generalisation which extends the notion of gauge fixing introduced above. It is sufficient, in order to produce a well defined theory, to have a family of gauge fixing conditions which are then summed or integrated over. Thus we consider a gauge fixing condition $F(A)=f$ where $f(x) \in L_{\mathcal{G}}$ and we integrate with GAUSSian weight function

$$
\begin{aligned}
\delta[F(A)] & \rightarrow \int d[f] \delta[F(A)-f] e^{-\frac{i}{g^{2}} \frac{1}{2 \xi} \int d^{d} x f(x) \cdot f(x)}=e^{-\frac{i}{g^{2}} \frac{1}{2 \xi} \int d^{d} x F(A) \cdot F(A)} \\
& =\int d[b] e^{\frac{i}{g^{2}} \int d^{d} x\left(b(x) \cdot F(A)+\frac{1}{2} \xi b(x) \cdot b(x)\right)}
\end{aligned}
$$

where in the last line the same expression is obtained by extending the $b$-functional integral by a quadratic term. This is easily evaluated, up to an irrelevant overall constant, by completing the square, assuming a convenient choice of scale for the $b$ functional integral. The choice of gauge now depends on $F(A)$ and $\xi$. To go back to the previous case when $F(A)=0$ requires taking the limit $\xi \rightarrow 0$.

In consequence the quantum action has been extended to
$S_{q}[A, b, c, \bar{c}]=\frac{1}{g^{2}} \int d^{d} x\left(-\frac{1}{4} F^{\mu \nu}(x) \cdot F_{\mu \nu}(x)+b(x) \cdot F(A)+\frac{1}{2} \xi b(x) \cdot b(x)+\bar{c}(x) \cdot \Delta_{\mathrm{gh}}(A) c(x)\right)$.
For many calculations it is sufficient to consider a very simple choice, the linear covariant gauge

$$
F(A)=\partial^{\mu} A_{\mu}
$$

This maintains Lorentz invariance. In this case $F^{\prime}(A)^{\mu}=\partial^{\mu}$ and

$$
\Delta_{\mathrm{gh}}=\partial^{\mu} D_{\mu}
$$

### 4.2.3 Feynman Rules for Gauge Theories

Let us try and set up a perturbative expansion; although it can be considered as an independent field it is simplest to eliminate $b$ essentially by completing the square. We can then write the action as

$$
S_{q}[A, c, \bar{c}]=\frac{1}{g^{2}} \int d^{d} x\left(-\frac{1}{4} F^{\mu \nu} \cdot F_{\mu \nu}-\frac{1}{2 \xi} \partial^{\mu} A_{\mu} \cdot \partial^{\nu} A_{\nu}-\partial^{\mu} \bar{c} \cdot D_{\mu} c\right)
$$

This allows the Feynman rules to be derived in an essentially straightforward fashion, with diagrams involving lines and vertices for the fields $A_{\mu}, c$ and $\bar{c}$.

Look first of all at the quadratic (free) part of the action:

$$
\begin{aligned}
S_{q}[A, c, \bar{c}]_{\text {quad }} & =\frac{1}{g^{2}} \int d^{d} x\left(-\frac{1}{2} \partial^{\mu} A^{\nu} \cdot\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)-\frac{1}{2 \xi} \partial^{\mu} A_{\mu} \cdot \partial^{\nu} A_{\nu}-\partial^{\mu} \bar{c} \cdot \partial_{\mu} c\right) \\
& =\frac{1}{g^{2}} \int d^{d} x\left(\frac{1}{2} A_{\mu} \cdot\left(\partial^{2} \eta^{\mu \nu}-\left(1-\frac{1}{\xi}\right) \partial^{\mu} \partial^{\nu}\right) A_{\nu}+\bar{c} \cdot \partial^{2} c\right) \\
& =-\int d^{d} x\left(\frac{1}{2} A_{\mu} \cdot \Delta^{\mu \nu} A_{\nu}-\bar{c} \cdot \partial^{2} c\right),
\end{aligned}
$$

where

$$
\Delta^{\mu \nu}=-\partial^{2} \eta^{\mu \nu}+\left(1-\frac{1}{\xi}\right) \partial^{\mu} \partial^{\nu}
$$

and in the last step we removed the overall factor $1 / g^{2}$ by redefining

$$
A_{\mu} \rightarrow g A_{\mu}, \quad c, \bar{c} \rightarrow g c, g \bar{c} .
$$

From this we may obtain the two-point functions

$$
\left\langle A_{\mu a}(x) A_{\nu b}(y)\right\rangle, \quad\left\langle c_{a}(x) \bar{c}_{b}(y)\right\rangle .
$$

As was shown in the case of scalar fields the propagators are just the Green functions for the differential operators that appear in the quadratic part of the action except there are now Lorentz and group indices to take account of

$$
\begin{aligned}
i \Delta_{x}^{\mu \lambda}\left\langle A_{\lambda a}(x) A_{\nu b}(y)\right\rangle & =\delta_{a b} \delta_{\nu}^{\mu} \delta^{d}(x-y), \\
-i \partial_{x}^{2}\left\langle c_{a}(x) \bar{c}_{b}(y)\right\rangle & =\delta_{a b} \delta^{d}(x-y)
\end{aligned}
$$

The standard procedure to solve these equations is by considering Fourier transformations:

$$
\begin{aligned}
\int d^{d} x e^{-i p \cdot x}\left\langle A_{\mu a}(x) A_{\nu b}(0)\right\rangle & =: i \delta_{a b} \tilde{\Delta}_{F, \mu \nu}(p), \\
\int d^{d} x e^{-i p \cdot x}\left\langle c_{a}(x) \bar{c}_{b}(0)\right\rangle & =: i \delta_{a b} \tilde{\Delta}_{F}(p),
\end{aligned}
$$

so that we have to solve

$$
\begin{aligned}
-\left(p^{2} \eta^{\mu \lambda}-\left(1-\frac{1}{\xi}\right) p^{\mu} p^{\lambda}\right) & \tilde{\Delta}_{F, \lambda \nu}(p)
\end{aligned}=\delta_{\nu}^{\mu}, ~\left(p^{2} \tilde{\Delta}_{F}(p)=1, ~ \$\right.
$$

These are pretty straightforward to invert:

$$
\begin{aligned}
\tilde{\Delta}_{F, \mu \nu}(p) & =-\frac{\eta_{\mu \nu}}{p^{2}-i \epsilon}+(1-\xi) \frac{p_{\mu} p_{\nu}}{\left(p^{2}-i \epsilon\right)^{2}}, \\
\tilde{\Delta}_{F}(p) & =-\frac{1}{p^{2}-i \epsilon} .
\end{aligned}
$$

We therefore get the following propagators:

- For a gauge field propagator, introduce a wavy line:


It corresponds to

$$
i \delta_{a b}\left(-\frac{\eta_{\mu \nu}}{p^{2}-i \epsilon}+(1-\xi) \frac{p_{\mu} p_{\nu}}{\left(p^{2}-i \epsilon\right)^{2}}\right) .
$$

We can see that the propagator gets simplified by choosing $\xi=1$ (the Feynman gauge). However, one can leave the parameter $\xi$ free in any calculation to check if the final results for physical quantities are independent of $\xi$.

- For a ghost propagator, introduce a dashed line:

$$
\begin{aligned}
& c \\
& a
\end{aligned}---\underset{-}{p} \begin{array}{r}
\bar{c} \\
b
\end{array}
$$

which corresponds to

$$
-i \delta_{a b} \frac{1}{p^{2}-i \epsilon}
$$

Note that

$$
p^{\mu} \tilde{\Delta}_{F, \mu \nu}(p)=\xi p_{\nu} \tilde{\Delta}_{F}(p) .
$$

In order to get the Feynman rules for vertices, we require cubic and higher order terms in $S_{q}$, which, after rescaling of the fields, are given by

$$
S_{q}[A, c, \bar{c}]_{\mathrm{int}}=\int d^{d} x\left(-g f_{a b c} A_{a}^{\mu} A_{b}^{\nu} \partial_{\mu} A_{\nu c}-g^{2} \frac{1}{4} f_{a b e} f_{c d e} A_{a}^{\mu} A_{b}^{\nu} A_{\mu c} A_{\nu d}-g f_{a b c} \partial_{\nu} \bar{c}_{a} A_{b}^{\nu} c_{c}\right),
$$

where we used $[X, Y]_{a}=f_{a b c} X_{b} Y_{c}$ and $D_{\mu} c=\partial_{\mu} c+\left[A_{\mu}, c\right]$. For an interaction involving a derivative of a field, such as $\partial_{\mu} \phi(x)$, then in the Feynman rules for the associated vertex $\partial_{\mu} \rightarrow i p_{\mu}$ where $p_{\mu}$ is the ingoing momentum to a vertex at $x .{ }^{36}$ The first term in the interaction part of the action describes an interaction of the form

${ }^{36}$ Supposing we had
the interaction vertex would be

$$
\mathcal{L}_{I}=-\frac{g}{6} \phi^{3}
$$

$$
\sum_{q}^{p}-q-i g, \quad p+q+r=0
$$

Supposing we had the following

$$
-\frac{g}{2} \phi^{2} \partial_{\mu} \phi
$$

in this case we would get for such a vertex

$$
i(-i g)(p+q+r)_{\mu}=0
$$

because the interaction is a total derivative.

We have a cyclic symmetry $(r, \omega, c \rightarrow p, \mu, a \rightarrow q, \nu, b)$, and the vertex is given by

$$
g f_{a b c}\left(r_{\mu} \eta_{\nu \omega}-r_{\nu} \eta_{\mu \omega}+p_{\nu} \eta_{\omega \mu}-p_{\omega} \eta_{\nu \mu}+q_{\omega} \eta_{\mu \nu}-q_{\mu} \eta_{\omega \nu}\right)
$$

where we have $6=3$ ! terms because of the cyclic symmetry. The second term in the interaction part gives


Note that the interaction term is symmetric under the exchange $A_{a}^{\mu} \leftrightarrow A_{b}^{\nu}$ and $A_{\mu c} \leftrightarrow A_{\nu d}$, which cancels the factor of four. The vertex is
$-i g^{2}\left(f_{a b e} f_{c d e}\left(\eta_{\mu \omega} \eta_{\nu \lambda}-\eta_{\nu \omega} \eta_{\mu \lambda}\right)+f_{c a e} f_{b d e}\left(\eta_{\omega \nu} \eta_{\mu \lambda}-\eta_{\mu \nu} \eta_{\omega \lambda}\right)+f_{b c e} f_{a d e}\left(\eta_{\nu \mu} \eta_{\omega \lambda}-\eta_{\omega \mu} \eta_{\nu \lambda}\right)\right)$.
We also have an interaction involving ghost fields and a gauge field:


It is important to note that the sign of the $c \bar{c}$ propagator and the $A c \bar{c}$ vertex is not significant but their relative sign is.

In the Feynman rules cubic vertices are then proportional to a momentum, while the quartic vertices are independent of any momenta. Taking this into account the calculation of the overall degree of divergence $D$ for a Feynman integral proceeds in essentially the same fashion as that followed before for a scalar theory. The formula is

$$
D=4-E_{A}-E_{g h} .
$$

Note that in the Feynman rules there is a minus sign for ghost loops, which is because they are fermionic, anticommuting fields.

Now one can in principle use these rules to calculate Feynman amplitudes, but the indices make life more difficult; calculations become more difficult practically.

### 4.3 BRS Symmetry

The quantisation process has introduced additional fields into the theory, so that the space of states necessary after quantisation is now larger than would correspond to the expected physical degrees of freedom. The larger space contains negative norm states and ghost states which violate the spin-statistics theorem. It is vital that we can identify what are the physical states within this space and that these form a Hilbert space with positive norm so that ordinary quantum mechanics is valid.

The field $b$ can always be eliminated, so we do not have to take it into account separately for the moment. Let us consider the single particle states within the theory which are found after quantisation of the gauge and ghost fields,

$$
\left|A_{\mu a}(k)\right\rangle, \quad\left|c_{a}(k)\right\rangle, \quad\left|\bar{c}_{a}(k)\right\rangle .
$$

These are massless states, i.e. $k^{2}=0$. Let us consider what are the scalar products which are determined by the propagators for the fields. We assume a Lorentz invariant formalism as appropriate for a linear covariant gauge, which requires that these single particle states have the normalisation

$$
\left\langle A_{\mu a}\left(k^{\prime}\right) \mid A_{\nu b}(k)\right\rangle=\eta_{\mu \nu} \delta_{a b} \delta_{k^{\prime} k}, \quad \delta_{k^{\prime} k}:=(2 \pi)^{d-1} 2 k^{0} \delta^{d-1}\left(\vec{k}-\vec{k}^{\prime}\right),
$$

which yields negative norm for timelike components since $\eta_{00}=-1$, and, for the ghost fields,

$$
\left\langle\bar{c}_{a}\left(k^{\prime}\right) \mid c_{b}(k)\right\rangle=\delta_{a b} \delta_{k^{\prime} k}
$$

All other single particle scalar products are zero, in particular

$$
\left\langle c_{a}\left(k^{\prime}\right) \mid c_{b}(k)\right\rangle=0,
$$

so $\left|c_{a}(k)\right\rangle$ is a zero norm state. may define a ghost number operator $\hat{\boldsymbol{Q}}_{\mathrm{gh}}$, which counts the number of ghost fields, so that

$$
\hat{\boldsymbol{Q}}_{\mathrm{gh}}\left|c_{a}(k)\right\rangle=i\left|c_{a}(k)\right\rangle, \quad \hat{\boldsymbol{Q}}_{\mathrm{gh}}\left|\bar{c}_{a}(k)\right\rangle=-i\left|\bar{c}_{a}(k)\right\rangle .
$$

It is a interesting exercise to verify that $\hat{\boldsymbol{Q}}_{\mathrm{gh}}$, although it has imaginary eigenvalues, is an Hermitian operator.

To obtain a consistent physical theory it is necessary to reduce the theory from one defined on space of states including those with negative norm $\mathcal{H}$ to a space of physical states which have positive norm. $\mathcal{H}_{\text {phys }}$, the physical HILBERT ${ }^{37}$ space, must contain only positive norm states and it must also be invariant under time evolution. Since $\mathcal{H}_{\text {phys }}$ has to be defined in terms of $\mathcal{H}$ then this definition must not depend on how it is set up at any initial time.

This is possible because of an additional symmetry, the so-called BRS symmetry ${ }^{38}$, which is related to gauge invariance. BRS symmetry is an extension of the gauge symmetry for the classical action to the quantum action including additional fields. The LAGRANGE density, choosing a linear gauge fixing $F(A)=F^{\mu} A_{\mu}$ for simplicity becomes

$$
\mathcal{L}_{q}=-\frac{1}{4} F^{\mu \nu}(x) \cdot F_{\mu \nu}(x)+b(x) \cdot F^{\mu} A_{\mu}(x)+\frac{1}{2} \xi b(x) \cdot b(x)+\bar{c}(x) \cdot F^{\mu} D_{\mu} c(x) .
$$

Clearly only the first term is gauge invariant, where for an infinitesimal gauge transformation

$$
\delta A_{\mu}=D_{\mu} \lambda \quad \Rightarrow \quad \delta F_{\mu \nu}=\left[F_{\mu \nu}, \lambda\right] \quad \Rightarrow \quad \delta\left(F^{\mu \nu} \cdot F_{\mu \nu}\right)=0
$$

Although the additional terms present in $\mathcal{L}_{q}$ are not gauge invariant, there is a residual symmetry: $\mathcal{L}_{q}$ is invariant under $B R S$ symmetry. To exhibit this we define an operator $s$ acting on the fields $A_{\mu}, c, \bar{c}$ and $b$, that relates Bosons and FERMIons ${ }^{39}$ :

$$
\begin{aligned}
s A_{\mu} & =D_{\mu} c=\partial_{\mu} c+\left[A_{\mu}, c\right], \\
s c & =-\frac{1}{2}[c, c]
\end{aligned}
$$

where $[c, c]_{a}=f_{a b c} c_{b} c_{c}$ is non-zero because $c_{b} c_{c}=-c_{c} c_{b}$. What is non trivial is that $s$ is nilpotent $s^{2}=0$. The action of $s$ anti-commutes with Fermion fields so that

$$
s(c X)=(s c) X-c s X
$$

and similarly for $\bar{c}$. To prove $s^{2}=0$ we verify first

$$
s^{2} A_{\mu}=-D_{\mu} \frac{1}{2}[c, c]+\left[D_{\mu} c, c\right]=0
$$

as a consequence of

$$
D_{\mu}[X, Y]=\left[D_{\mu} X, Y\right]+\left[X, D_{\mu} Y\right],
$$

and furthermore

$$
\left[c, D_{\mu} c\right]=\left[D_{\mu} c, c\right]
$$

since $\left[c, D_{\mu} c\right]_{a}=f_{a b c} c_{b}\left(D_{\mu} c\right)_{c}=f_{a c b}\left(D_{\mu} c\right)_{c} c_{b}=\left[D_{\mu} c, c\right]_{a}$ for anticommuting fields (whereas for Bosonic fields $[X, Y]=-[Y, X]$, of course). Secondly

$$
s^{2} c=\frac{1}{4}[[c, c], c]+\frac{1}{4}[c,[c, c]]=\frac{1}{2}[c,[c, c]]=0
$$

[^22]because
$$
[c,[c, c]]_{e}=f_{c d e} c_{c}[c, c]_{d}=f_{c d e} f_{a b d} c_{c} c_{a} c_{b}=f_{c d e} f_{a b d} c_{[c} c_{a} c_{b]}=0
$$
by the Jacobi identity
$$
f_{d e[c} f_{a b] d}=0 .
$$

We can extend $s$ to the other fields by defining

$$
s \bar{c}=-b, \quad s b=0
$$

and acting on these fields it is trivial to see that $s^{2}=0$. Thus we have defined the action of $s$ on the basic fields ( $A_{\mu}, c, \bar{c}, b$ ) so that in general

$$
s^{2}=0
$$

With this choice the quantum Lagrange density in linear gauge can then be written in the form

$$
\mathcal{L}_{q}=-\frac{1}{4} F^{\mu \nu}(x) \cdot F_{\mu \nu}(x)-s\left(\bar{c}(x) \cdot F^{\mu} A_{\mu}(x)+\frac{1}{2} \xi \bar{c}(x) \cdot b(x)\right)
$$

as is easy to see:

$$
s\left(\bar{c}(x) \cdot F^{\mu} A_{\mu}(x)+\frac{1}{2} \xi \bar{c}(x) \cdot b(x)\right)=-b(x) \cdot F^{\mu} A_{\mu}(x)-\bar{c}(x) \cdot F^{\mu} D_{\mu} c(x)-\frac{1}{2} \xi b(x) \cdot b(x),
$$

using that $s$ anticommutes with $c, \bar{c}$. The first classical term in $\mathcal{L}_{q}$ is gauge invariant since $s A_{\mu}=D_{\mu} c$ is just a infinitesimal gauge transformation, albeit with $c$ a Grassmann element of the LIE algebra. Since $s^{2}=0$ we have the important property

$$
s \mathcal{L}_{q}=0
$$

In mathematics with an operation $s$ acting on some vector space, or ring (where elements can be multiplied as well as added), such that $s^{2}=0$ then one sets up the cohomology of $s$ on this space by considering all elements $\{X\}$ such that $s X=0$. These elements are called closed. If $X=s Y$ then $X$ is trivially closed and elements of this form are exact. There is an equivalence relation for closed elements such that $X \sim X^{\prime}$ if $X-X^{\prime}$ is exact, i.e. $X-X^{\prime}=s Y$ for some $Y$. The cohomology class defined by $s$ is defined by $\{X: s X=0\} / \sim$. Thus $\mathcal{L}_{q}$ is exact under the BRS transformation $s$ and belongs to the same equivalence class as the classical $\mathcal{L}$.

The BRS transformation can be used to construct a symmetry under which $\mathcal{L}$ is invariant by defining

$$
\delta_{\epsilon}\left(A_{\mu}, c, b, \bar{c}\right)=\epsilon s\left(A_{\mu}, c, b, \bar{c}\right)
$$

where $\epsilon$ is a Grassmann parameter. It is easy to see that $\delta_{\epsilon} \mathcal{L}_{q}=0$ and also $\delta_{\epsilon}{ }^{2}=0$. Another relevant symmetry of $\mathcal{L}_{q}$ is obtained by the transformations

$$
\delta_{\theta} c=\theta c, \quad \delta_{\theta} \bar{c}=-\theta \bar{c}
$$

since $c$ occurs only in association with $\bar{c}$ and where we take into account that $c, \bar{c}$ are regarded as real fields. These transformations on the ghost fields generate a one dimensional symmetry group which leads to conservation of ghost number.

For any continuous symmetry, NoETHER's theorem, which is proved later, requires that there is a conserved current and a corresponding conserved charge. In general if $\delta_{\epsilon} \phi$ is an infinitesimal transformation given by a parameter $\epsilon$ then for arbitrary $\epsilon(x)$

$$
\delta_{\epsilon} S[\phi]=-\int d^{d} x \partial_{\mu} \epsilon(x) j^{\mu}(x),
$$

defines a current $j^{\mu}$ which is conserved, $\partial_{\mu} j^{\mu}=0$, when the equations of motion hold. The conserved charge is given by $Q=\int d^{d-1} x j^{0}(x)$.

We apply this result for the BRS transformations $\delta_{\epsilon}$ and also for the the $\delta_{\theta}$ transformations on $c, \bar{c}$. For simplicity we assume here the linear covariant gauge and write $\mathcal{L}_{q}$ in a form where there are only first derivatives of the fields

$$
\mathcal{L}_{q}=-\frac{1}{4} F^{\mu \nu} \cdot F_{\mu \nu}-\partial^{\mu} b \cdot A_{\mu}-\partial^{\mu} \bar{c} \cdot D_{\mu} c+\frac{1}{2} \xi b \cdot b .
$$

For $\epsilon(x)$ depending on $x$ the terms involving derivatives come from

$$
\delta_{\epsilon} D_{\mu} c=-\partial_{\mu} \epsilon \frac{1}{2}[c, c], \quad \delta_{\epsilon} \partial_{\mu} \bar{c}=-\partial_{\mu} \epsilon b-\epsilon \partial_{\mu} b,
$$

and

$$
\delta_{\epsilon} F_{\mu \nu}=D_{\mu} \delta_{\epsilon} A_{\nu}-D_{\nu} \delta_{\epsilon} A_{\mu}=\partial_{\mu} \epsilon D_{\nu} c-\partial_{\nu} \epsilon D_{\mu} c+\epsilon\left[F_{\mu \nu}, c\right]
$$

In calculating $\delta_{\epsilon} \mathcal{L}_{q}$ the $\epsilon$ terms without derivatives sum up to zero so the relevant answer becomes

$$
\delta_{\epsilon} \mathcal{L}_{q}=\partial_{\mu} \epsilon\left(-F^{\mu \nu} \cdot D_{\nu} c+b \cdot D^{\mu} c-\partial^{\mu} \bar{c} \cdot \frac{1}{2}[c, c]\right)
$$

This gives the BRS current

$$
j_{\mathrm{BRS}}^{\mu}=F^{\mu \nu} \cdot D_{\nu} c-b \cdot D^{\mu} c+\partial^{\mu} \bar{c} \cdot \frac{1}{2}[c, c] .
$$

In a similar fashion letting $\theta(x)$ depend on $x$

$$
\delta_{\theta} \mathcal{L}_{q}=-\partial_{\mu} \theta\left(\partial^{\mu} \bar{c} \cdot c-\bar{c} \cdot D^{\mu} c\right),
$$

so the corresponding ghost current is

$$
j_{\mathrm{gh}}^{\mu}=\partial^{\mu} c \cdot \bar{c}-\bar{c} \cdot D^{\mu} c .
$$

These results lead to a conserved quantities, the BRS charge and the ghost charge

$$
Q_{\mathrm{BRS}}=\int d^{d-1} x j_{\mathrm{BRS}}^{0}(x), \quad Q_{\mathrm{gh}}=\int d^{d-1} x j_{\mathrm{gh}}^{0}(x)
$$

In the quantum field theory the fields become operators acting on a Hilbert space $\mathcal{H}$ which can be generated by the action of the fields on the vacuum $|0\rangle$. We require that $\hat{\boldsymbol{A}}_{\mu a}{ }^{\dagger}=$ $\hat{\boldsymbol{A}}_{\boldsymbol{\mu} \boldsymbol{a}}, \hat{\boldsymbol{c}}_{\boldsymbol{a}}^{\dagger}=\hat{\boldsymbol{c}}_{\boldsymbol{a}}, \hat{\bar{c}}_{\boldsymbol{a}}^{\dagger}=-\hat{\bar{c}}_{\boldsymbol{a}}$ (note that with $A_{\mu a}=A_{\mu a}{ }^{*}, c_{a}=c_{a}^{*}, \bar{c}_{a}=-\bar{c}_{a}^{*}, b_{a}=b_{a}^{*}$ then $\left.\mathcal{L}_{q}=\mathcal{L}_{q}{ }^{*}\right)$ and then there are Hermitian BRS and ghost charges

$$
\hat{\boldsymbol{Q}}_{\mathrm{BRS}}=\hat{\boldsymbol{Q}}_{\mathrm{BRS}^{\dagger}}^{\dagger}, \quad \hat{\boldsymbol{Q}}_{\mathrm{gh}}=\hat{\boldsymbol{Q}}_{\mathrm{gh}}^{\dagger} .
$$

It is crucial that the BRS charge satisfies

$$
\hat{\boldsymbol{Q}}_{\mathrm{BRS}}^{2}=0
$$

corresponding to $s^{2}=0$ and, since $\hat{\boldsymbol{Q}}_{\mathrm{BRS}}$ increases the ghost charge by one,

$$
\left[\hat{\boldsymbol{Q}}_{\mathrm{gh}}, \hat{\boldsymbol{Q}}_{\mathrm{BRS}}\right]=i \hat{\boldsymbol{Q}}_{\mathrm{BRS}}
$$

Since these are conserved we must have

$$
\left[\hat{\boldsymbol{H}}, \hat{\boldsymbol{Q}}_{\mathrm{BRS}}\right]=0, \quad\left[\hat{\boldsymbol{H}}, \hat{\boldsymbol{Q}}_{\mathrm{gh}}\right]=0
$$

The aim now is to define the physical space of states. The initial Hilbert space $\mathcal{H}$ has negative and zero norm states, otherwise nilpotent operators like $\hat{\boldsymbol{Q}}_{\text {BRS }}$ would be trivial. If you quantise a gauge theory in a LORENTZ invariant fashion negative norm states are essentially inevitable. The essential assumption is that physical states correspond to the cohomology classes defined by $\hat{\boldsymbol{Q}}_{\text {BRS }}$.

First define the subspace $\mathcal{H}_{0} \subset \mathcal{H}$ by

$$
\hat{\boldsymbol{Q}}_{\mathrm{BRS}}|\psi\rangle=0 \quad \forall \quad|\psi\rangle \in \mathcal{H}_{0} .
$$

Clearly this is a subspace because $\mathcal{H}_{0}$ is the kernel of $\hat{\boldsymbol{Q}}_{\text {BRS }}$. Since $\hat{\boldsymbol{Q}}_{\text {BRS }}$ is conserved the space $\mathcal{H}_{0}$ is invariant under time evolution. The essential assumption is that $\mathcal{H}_{0}$ is positive semi-definite or

$$
\langle\psi \mid \psi\rangle \geq 0 \quad \forall \quad|\psi\rangle \in \mathcal{H}_{0} .
$$

For any positive semi-definite space a proper Hilbert space can be defined by considering equivalence classes

$$
|\psi\rangle \sim\left|\psi^{\prime}\right\rangle \quad \text { if } \quad\left|\psi^{\prime}\right\rangle-|\psi\rangle=|\phi\rangle,\langle\phi \mid \phi\rangle=0
$$

By this construction if $\langle\psi \mid \psi\rangle=0$ then $|\psi\rangle \sim 0$. Note that if the space is positive semi-definite then if $|\phi\rangle$ is a zero norm state and $|\psi\rangle$ is any state we must have $\langle\phi \mid \psi\rangle=0$, otherwise $|\psi\rangle+\alpha|\phi\rangle$ has negative norm for some $\alpha$. Hence the zero norm states form a subspace and furthermore it is then easy to verify that

$$
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\left\langle\psi_{1}^{\prime} \mid \psi_{2}^{\prime}\right\rangle \quad \text { if } \quad\left|\psi_{1}^{\prime}\right\rangle \sim\left|\psi_{1}\right\rangle,\left|\psi_{2}^{\prime}\right\rangle \sim\left|\psi_{2}\right\rangle .
$$

So the identification of equivalent states is a well-defined operation which preserves scalar products. This then gives a prescription for defining the space of physical states $\mathcal{H}_{\text {phys }}=\mathcal{H}_{0} / \sim$ which satisfies the usual requirements of quantum mechanics. A further assumption is that the zero norm states are BRS exact, i.e.

$$
\langle\phi \mid \phi\rangle=0 \Rightarrow|\phi\rangle=\hat{\boldsymbol{Q}}_{\mathrm{BRS}}|\lambda\rangle \quad \text { for some } \quad|\lambda\rangle .
$$

This ensures that $\mathcal{H}_{\text {phys }}$ is formed by the cohomology classes of $\hat{\boldsymbol{Q}}_{\text {BRS }}$ acting on the original space $\mathcal{H}$.

A further restriction is to consider just states with zero ghost number i.e.

$$
\hat{\boldsymbol{Q}}_{\mathrm{gh}}|\psi\rangle=0,
$$

since physical states should satisfy this condition. Generally states with non zero ghost number are BRS exact so they do not belong to $\mathcal{H}_{\text {phys }}$.

We now verify how this works for the subspace of single particle states spanned by

$$
\left|A_{\mu}(k)\right\rangle, \quad|c(k)\rangle, \quad|\bar{c}(k)\rangle
$$

The action of $\hat{\boldsymbol{Q}}_{B R S}$ must be of the form

$$
\begin{aligned}
\hat{\boldsymbol{Q}}_{B R S}\left|A_{\mu}(k)\right\rangle & =\alpha k_{\mu}|c(k)\rangle \\
\hat{\boldsymbol{Q}}_{B R S}|c(k)\rangle & =0 \\
\hat{\boldsymbol{Q}}_{B R S}|\bar{c}(k)\rangle & =\beta k^{\mu}\left|A_{\mu}(k)\right\rangle
\end{aligned}
$$

for some $\alpha$ and $\beta$, using that $\hat{\boldsymbol{Q}}_{\mathrm{BRS}}$ increases the ghost charge by one, requiring LORENTZ invariance and furthermore assuming that $\hat{\boldsymbol{Q}}_{\mathrm{BRS}}$ maps single particle states to single particle states. Clearly

$$
\hat{\boldsymbol{Q}}_{\mathrm{BRS}}^{2}|\bar{c}(k)\rangle=0 \quad \Rightarrow \quad k^{2}=0
$$

The subspace of $\mathcal{H}_{0}$ formed by single particle states that are annihilated by $\hat{\boldsymbol{Q}}_{B R S}$ is then determined by the basis

$$
\epsilon^{\mu}\left|A_{\mu}(k)\right\rangle, \epsilon \cdot k=0, \quad|c(k)\rangle
$$

With the equivalence

$$
|\psi\rangle \sim|\psi\rangle+\hat{\boldsymbol{Q}}_{B R S}|\phi\rangle
$$

we must have

$$
\epsilon^{\mu}\left|A_{\mu}(k)\right\rangle \sim\left(\epsilon^{\mu}+\lambda k^{\mu}\right)\left|A_{\mu}(k)\right\rangle, \quad|c\rangle \sim 0
$$

Hence $\mathcal{H}_{\text {phys }}$ just consists of all states $\epsilon^{\mu}\left|A_{\mu}(k)\right\rangle$, subject to

$$
\epsilon \cdot k=0, \quad \epsilon^{\mu} \sim \epsilon^{\mu}+\lambda k^{\mu} .
$$

Note that in $d$-dimensions, both of these conditions remove one degree of freedom, so that $\epsilon$ has just $d-2$ degrees of freedom. The physical states here just have zero ghost number.

Let us check the norm of these states:

$$
\epsilon^{* \mu}\left\langle A_{\mu}(k) \mid A_{\nu}\left(k^{\prime}\right)\right\rangle \epsilon^{\nu}=\epsilon^{*} \cdot \epsilon \delta_{k k^{\prime}},
$$

where $\delta_{k k^{\prime}}$ is the standard Kronecker ${ }^{40}$ delta, as far as the momentum is concerned. Note that

$$
\epsilon^{*} \cdot \epsilon=-\left|\epsilon_{0}\right|^{2}+\mid \vec{\epsilon}^{2}
$$

and also

$$
0=\epsilon \cdot k=\epsilon^{0} k_{0}+\vec{\epsilon} \cdot \vec{k}=-\epsilon^{0}|\vec{k}|+\vec{\epsilon} \cdot \vec{k}
$$

so that

$$
\epsilon^{*} \cdot \epsilon=|\vec{\epsilon}|^{2}-\frac{1}{|\vec{k}|^{2}}|\vec{\epsilon} \cdot \vec{k}|^{2} \geq 0
$$

This is zero only for $\vec{\epsilon} \propto \vec{k}$ and then $\epsilon^{\mu} \propto k^{\mu}$, and for these states the equivalence implies

$$
\epsilon^{\mu}\left|A_{\mu}(k)\right\rangle \sim 0
$$

### 4.3.1 Canonical Approach

Although the functional integral is fine for deriving FEYNMAN rules for gauge theories it is necessary in order to construct operators and the associated Hilbert space to consider the canonical approach to quantisation involving dynamical variables and their associated conjugate momenta which are then promoted to operators. As a digression we outline how this proceeds.

With the linear covariant gauge the full quantum Lagrangian density can be expressed just in terms of the fields and their first derivatives in the form

$$
\mathcal{L}_{q}=-\frac{1}{4} F^{\mu \nu} \cdot F_{\mu \nu}-\partial^{\mu} b \cdot A_{\mu}+\frac{1}{2} \xi b \cdot b-\partial^{\mu} \bar{c} \cdot D_{\mu} c .
$$

In this case If we were to consider this as a starting point for canonical approach to quantisation, we would find

$$
\frac{\partial \mathcal{L}_{q}}{\partial \dot{A}_{i}}=-F^{0 i}, \quad \frac{\partial \mathcal{L}_{q}}{\partial \dot{b}}=-A^{0}, \quad \frac{\partial \mathcal{L}_{q}}{\partial \dot{c}}=\partial^{0} \bar{c}
$$

Hence $A_{i}, F_{0 i}$ and $b, A_{0}$ and $c,-\partial_{0} \bar{c}$ form conjugate pairs like $q^{i}, p_{i}$ so that we may impose on the associated operators canonical commutation, or anti-commutation, relations at equal times.

For simplicity if we consider the free theory, when $F_{\mu \nu} \rightarrow \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}, D_{\mu} c \rightarrow \partial_{\mu} c$, which is a starting point for a perturbative treatment. The associated Fock space of states is also the space on which operator fields are initially defined. In this case the equations of motion require

$$
\partial^{\mu} F_{\mu \nu}-\partial_{\nu} b=0, \quad \partial^{\mu} A_{\mu}+\xi b=0, \quad \partial^{2} c=0, \quad \partial^{2} \bar{c}=0
$$

These also require

$$
\partial^{2} A_{\nu}=(1-\xi) \partial_{\nu} b, \quad \partial^{2} b=0
$$

The operator fields then satisfy

$$
\begin{aligned}
{\left[\hat{\boldsymbol{A}}_{\mu}(x), \hat{\boldsymbol{A}}_{\nu}(0)\right] } & =-i \eta_{\mu \nu} D(x) \hat{\mathbf{1}}+i(1-\xi) \partial_{\mu} \partial_{\nu} E(x) \hat{\mathbf{1}}, \\
{\left[\hat{\boldsymbol{A}}_{\mu}(x), \hat{\boldsymbol{b}}(0)\right] } & =-i \partial_{\mu} D(x) \hat{\mathbf{1}}, \quad[\hat{\boldsymbol{b}}(x), \hat{\boldsymbol{b}}(0)]=0, \quad\{\hat{\boldsymbol{c}}(x), \hat{\bar{c}}(0)\}=i D(x) \hat{\mathbf{1}} .
\end{aligned}
$$

Here

$$
D(x)=\left.\frac{i}{(2 \pi)^{3}} \int \frac{d^{d-1} k}{2|\vec{k}|}\left(e^{i k \cdot x}-e^{-i k \cdot x}\right)\right|_{k^{0}=|\vec{k}|}, \quad \partial^{2} E(x)=D(x)
$$

Since $\partial^{2} D(x)=0$ the commutation relations are compatible with the free equations of motion and also, since $\left.\partial_{t} D(x)\right|_{t=0}=\delta^{d-1}(\vec{x})$, with the equal time commutation relations.

[^23]
### 4.4 Renormalisation of Gauge Theories

Gauge theories are renormalisable, with the degree of divergence given by

$$
D=4-E_{A}-E_{\mathrm{gh}},
$$

where $E_{A}$ and $E_{\mathrm{gh}}$ denotes the number of external gauge and ghost lines, respectively. Any Feynman diagram with $D \geq 0$ is expected to generate divergences that have to be cancelled. The requirement of renormalisability is that

$$
\left\langle\ldots A_{\mu}(x) \ldots c(y) \ldots \bar{c}(z) \ldots b(w) \ldots\right\rangle
$$

can be made finite, for arbitrary numbers of field, by adding counterterms to the original Lagrangian,

$$
\mathcal{L} \rightarrow \mathcal{L}+\mathcal{L}_{\text {c.t. }},
$$

in a fashion similar to previously. What counterterms are necessary is determined by $D$ and also by the form chosen for the gauge fixing term. For the Lorentz invariant linear gauge $F(A)=\partial^{\mu} A_{\mu}$ and using dimensional regularisation $\mathcal{L}_{\text {c.t. }}$ contains all contributions formed from local functions of the fields and their derivatives of dimension four, with the following requirements:
(i) Lorentz invariance,
(ii) BRS invariance,
(iii) conservation of ghost number.

Because of requirement (iii) each diagram has a $\bar{c}$ external line for every external $c$ line so that $E_{\mathrm{gh}}$ must be event. The crucial cases for which $D \geq 0$ are then for $E_{A}=2,3,4, E_{\mathrm{gh}}=0$ ( $E_{A}=1$ is absent because of LORENTZ invariance), which require counterterms involving $A^{2}, A^{3}, A^{4}$ and $E_{\mathrm{gh}}=2$ and $E_{A}=0,1$, for which the counterterms involve $c \bar{c}, c \bar{c} A$. For the linear covariant gauge the cases $E_{\mathrm{gh}}=E_{A}=2$ and $E_{\mathrm{gh}}=4$ do not require corresponding counterterms as when there are ghost lines $D$ is reduced by one and the associated Feynman integrals do not diverge. This is because the Feynman rules for this simple gauge fixing require that for each $c \bar{c} A$ vertex the contribution contains just the momentum for the $\bar{c}$ line at this vertex. For two such vertices which are part of a loop only one of the momentum factors is involved in the loop integration rather than two which would be expected according to the naive power counting rules so the degree of divergence for the loop integral is reduced by one.

It is possible to consider non-LORENTZ invariant or non linear gauge fixing conditions, but in general this makes the renormalisation analysis more complicated. Requirement (i) ensures that all counterterms are LORENTZ scalars.

With $d=4-\varepsilon$ the starting theory is written as

$$
\mathcal{L}_{q}=\mu^{-\varepsilon}\left(-\frac{1}{4 g^{2}} F^{\mu \nu}(g A) \cdot F_{\mu \nu}(g A)+\bar{c} \cdot \partial^{\mu} D_{\mu}(g A) c+b \cdot \partial^{\mu} A_{\mu}+\frac{1}{2} \xi b \cdot b\right),
$$

where we define

$$
F_{\mu \nu}(A)=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right], \quad D_{\mu}(A) c=\partial_{\mu} c+\left[A_{\mu}, c\right]
$$

and the overall factor $\mu^{-\varepsilon}$, involving an arbitrary mass scale $\mu$, has been introduced to ensure $\mathcal{L}_{q}$ has dimension $d$ while $A_{\mu}, c, \bar{c}$ have dimension $1, b$ dimension 2 while $g$ is dimensionless. Furthermore the fields have been rescaled by $g$ to ensure that the quadratic terms are independent of $g$. As has been discussed this is invariant under BRS transformations $s \mathcal{L}_{q}=0$ but because of the rescaling we now have $s A_{\mu}=D_{\mu}(g A) c, s c=-\frac{1}{2} g[c, c], s \bar{c}=-b, s b=0$.

The counterterms also have to be compatible with BRS symmetry. This is fundamental since the whole definition of the physical theory in terms of states with positive norm depends on the conserved BRS charge $\hat{\boldsymbol{Q}}_{B R S}$ as a nilpotent operator. Dimensional regularisation preserves $B R S$ symmetry since it is valid for any $d$. To see the implications we define

$$
\mathcal{L}_{q, 0}=\mathcal{L}_{q}+\mathcal{L}_{\text {c.t. }},
$$

where we must require

$$
s \mathcal{L}_{q, 0}=0 .
$$

However although we must have $s^{2}=0$ the action of $s$ on the fields may be modified. $\mathcal{L}_{q, 0}$ contains various divergent constants, corresponding to poles in $\varepsilon$, which are traditionally labelled $Z$. When $Z=1$ in each case $\mathcal{L}_{q, 0}$ reduces to $\mathcal{L}_{q}$. In general for each $Z$ there is an expansion

$$
Z=1+\sum_{n=1}^{\infty} \frac{z_{n}(g, \xi)}{\varepsilon^{n}}
$$

where the $\varepsilon$ poles generate the necessary counterterms. The claim is that it is sufficient in order to get a finite result for Feynman integrals to any order to take

$$
\begin{aligned}
\mathcal{L}_{q, 0}=\mu^{-\varepsilon}( & -\frac{Z_{g}}{4 g^{2}} F^{\mu \nu}\left(g Z_{\alpha} A\right) \cdot F_{\mu \nu}\left(g Z_{\alpha} A\right)+Z_{\beta} \bar{c} \cdot \partial^{\mu} D_{\mu}\left(g Z_{\alpha} A\right) c \\
& \left.+b \cdot \partial^{\mu} A_{\mu}+\frac{1}{2} \xi b \cdot b\right)
\end{aligned}
$$

for suitable $Z_{g}, Z_{\alpha}, Z_{\beta}$. In this expression for $\mathcal{L}_{q, 0}$ we have assumed there are no divergences associated with the $b$ field, it only contributes to one-particle reducible diagrams which do not require separate counterterms to ensure finiteness; hence there are no $Z$ factors in the terms $b^{2}$ and $b \partial A$. The action of $s$ is modified to ensure $s \mathcal{L}_{q, 0}=0$ and also $s^{2}=0$,

$$
s A_{\mu}=D_{\mu}\left(g Z_{\alpha}\right) c, \quad s c=-\frac{1}{2} g Z_{\alpha}[c, c], \quad s \bar{c}=-\frac{1}{Z_{\beta}} b, \quad s b=0 .
$$

In consequence $B R S$ symmetry remains valid for the finite theory obtained after regularisation.
In $\mathcal{L}_{q, 0} b$ can be eliminated by setting $b=-\partial^{\mu} A_{\mu} / \xi$. It is important to note that there just three $Z$ 's present in $\mathcal{L}_{q, 0}$ which can be used to cancel divergencies whereas there are five different cases for different numbers of external $A$ and ghost lines for which there are divergent graphs. Also the form of the counterterms which are contained in $\mathcal{L}_{q, 0}$ are not the most general Lorentz invariant expressions either. Thus BRS invariance must constrain the different divergencies in order for them to be cancelled by the allowed counterterms. Now let us illustrate, without doing any calculations of Feynman integrals, how this works out at one loop. The results are expressed in terms of the group theory constant $C$ defined by

$$
f_{a c d} f_{b c d}=C \delta_{a b}
$$

where for $S U(N) C=N$.
For $E_{A}=2$ and no external ghosts
$\mathcal{L}_{q, 0, A A}=-\mu^{-\varepsilon} \frac{1}{2}\left(Z_{g} Z_{\alpha}^{2} \partial^{\mu} A^{\nu} \cdot\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)+\partial^{\mu} A_{\mu} \cdot \partial^{\nu} A_{\nu} / \xi\right)$. The one loop graphs are




We obtain the result

$$
Z_{g} Z_{\alpha}^{2}=1+\frac{g^{2} C}{16 \pi^{2}}\left(\frac{5}{3}+\frac{1}{2}(1-\xi)\right) \frac{2}{\varepsilon}
$$

where $C$ is some group constant, which is equal to $N$ for $S U(N)$.
For $E_{A}=3 \mathcal{L}_{q, 0, A A A}=-\mu^{-\varepsilon} Z_{g} Z_{\alpha}^{3} \partial^{\mu} A^{\nu} \cdot\left[A_{\mu}, A_{\nu}\right]$. The one loop graphs are


These give

$$
Z_{g} Z_{\alpha}^{3}=1+\frac{g^{2} C}{16 \pi^{2}}\left(\frac{2}{3}+\frac{3}{4}(1-\xi)\right) \frac{2}{\varepsilon} .
$$

For $E_{A}=4 \mathcal{L}_{q, 0, \text { AAAA }}=-\mu^{-\varepsilon} \frac{1}{4} Z_{g} Z_{\alpha}{ }^{4}\left[A^{\mu}, A^{\nu}\right] \cdot\left[A_{\mu}, A_{\nu}\right]$ and we have the one loop diagrams


These contribute

$$
Z_{g} Z_{\alpha}^{4}=1+\frac{g^{2} C}{16 \pi^{2}}\left(-\frac{1}{3}+(1-\xi)\right) \frac{2}{\varepsilon} .
$$

For two external ghost lines $E_{\text {gh }}=2, E_{A}=0 \mathcal{L}_{q, 0, \bar{c} c}=\mu^{-\varepsilon} Z_{\beta} \bar{c} \cdot \partial^{2} c$. We get


Finally for $E_{\mathrm{gh}}=2, E_{A}=1 \mathcal{L}_{q, 0, \bar{c} c A}=\mu^{-\varepsilon} Z_{\beta} Z_{\alpha} \bar{c} \cdot \partial^{\mu}\left[A_{\mu}, c\right]$. We get in this case

$$
Z_{\beta} Z_{\alpha}=1+\frac{g^{2} C}{16 \pi^{2}}\left(-\frac{1}{2}+\frac{1}{2}(1-\xi)\right) \frac{2}{\varepsilon}
$$

These give five independent results for three quantities, one can use this to check for consistency and obtain the result

$$
Z_{\alpha}=1+\frac{g^{2} C}{16 \pi^{2}}\left(-1+\frac{1}{4}(1-\xi)\right) \frac{2}{\varepsilon}
$$

and also

$$
Z_{g}=1+\frac{g^{2} C}{16 \pi^{2}} \cdot \frac{11}{3} \cdot \frac{2}{\varepsilon} .
$$

This is a very important result; $Z_{g}$ is independent of $\xi$.

The Lagrangian $\mathcal{L}_{q, 0}$ including counterterms is the bare Lagrangian and can be written in terms of bare fields and couplings in the form

$$
\mathcal{L}_{q, 0}=-\frac{1}{4 g_{0}^{2}} F^{\mu \nu}\left(g_{0} A_{0}\right) \cdot F_{\mu \nu}\left(g_{0} A_{0}\right)+\bar{c}_{0} \cdot \partial^{\mu} D_{\mu}\left(g_{0} A_{0}\right) c_{0}+b_{0} \cdot \partial^{\mu} A_{0 \mu}+\frac{1}{2} \xi_{0} b_{0} \cdot b_{0}
$$

where we define

$$
g_{0}^{2}=\frac{g^{2}}{Z_{g}} \mu^{\varepsilon}, \quad \xi_{0}=Z_{g} Z_{\alpha}^{2} \xi
$$

and also for the bare fields

$$
A_{0}=\mu^{-\frac{\varepsilon}{2}} \sqrt{Z_{g}} Z_{\alpha} A, \quad c_{0}=\mu^{-\frac{\varepsilon}{2}} \sqrt{Z_{g}} Z_{\alpha} c, \quad \bar{c}_{0}=\mu^{-\frac{\varepsilon}{2}} \frac{Z_{\beta}}{\sqrt{Z_{g} Z_{\alpha}}} \bar{c}, \quad b_{0}=\mu^{-\frac{\varepsilon}{2}} \frac{1}{\sqrt{Z_{g}} Z_{\alpha}} b
$$

The definition of $c_{0}, \bar{c}_{0}$ is somewhat arbitrary since we may have $c_{0} \rightarrow \lambda c_{0}$ while $\bar{c}_{0} \rightarrow \bar{c}_{0} / \lambda$. With the above choice then the action of $s$ in terms of the bare fields becomes

$$
s c_{0}=-\frac{1}{2} g_{0}\left[c_{0}, c_{0}\right], \quad s A_{0 \mu}=D_{\mu}\left(g_{0} A_{0}\right) c_{0}, \quad s \bar{c}_{0}=-b_{0}, \quad s b_{0}=0
$$

which is the essentially the same as before.
From the one loop result for $Z_{g}$

$$
\frac{1}{g_{0}^{2}}=\mu^{-\varepsilon}\left(\frac{1}{g^{2}}+\frac{C}{16 \pi^{2}} \cdot \frac{11}{3} \cdot \frac{2}{\varepsilon}\right)
$$

Now if you follow the procedures described earlier the $\beta$-function is defined by

$$
\left.\mu \frac{d g}{d \mu}\right|_{g_{0}}=-\frac{1}{2} \varepsilon g+\beta(g)
$$

Differentiating $g_{0}{ }^{-2}$ with respect to $\mu$ then gives

$$
\varepsilon\left(\frac{1}{g^{2}}+\frac{C}{16 \pi^{2}} \cdot \frac{11}{3} \cdot \frac{2}{\varepsilon}\right)=\left(-\frac{1}{2} \varepsilon g+\beta(g)\right) \frac{\partial}{\partial g} \frac{1}{g^{2}}
$$

which implies that to this order

$$
\beta(g)=-\frac{11}{3} \frac{g^{3} C}{16 \pi^{2}}<0
$$

The minus sign indicates asymptotic freedom.
Now of course to calculate these things can be a mess, because the number of indices floating around is quite large, one has to do a lot of contractions, and it is quite a non trivial exercise unless one has previous experience. According to some historical recollections there were some initial confusions as to signs by those who first published a clear result for this calculation of the $\beta$-function, Gross and Wilczek and separately Politzer. ${ }^{41}$

### 4.4.1 Calculation of $\beta(g)$ at One Loop

We now describe a more simplified calculation which leads to the same result for $\beta(g)$ at one loop. The crucial step is to find a way of calculation $Z_{g}$ directly without it being in combination with other renormalisation constants which require a separate calculation.

To achieve this the quantum gauge field $\mathcal{A}_{\mu}$ is expanded about a fixed classical background $A_{\mu}$, so that

$$
\mathcal{A}_{\mu}=A_{\mu}+g a_{\mu}
$$

where the functional integral is reduced to one over $a_{\mu}$. In general to obtain a perturbation expansion it is not necessary to expand around zero field; in general relativity, for example, it is usual to expand around the non zero metric for flat space. Note that for the field strength

$$
\mathcal{F}_{\mu \nu}=F_{\mu \nu}(\mathcal{A})=F_{\mu \nu}+g\left(D_{\mu} a_{\nu}-D_{\nu} a_{\mu}\right)+g^{2}\left[a_{\mu}, a_{\nu}\right]
$$

[^24]for $F_{\mu \nu}=F_{\mu \nu}(A)$ and we have defined
$$
D_{\mu} a_{\nu}=\partial_{\mu} a_{\nu}+\left[A_{\mu}, a_{\nu}\right]
$$
which is the covariant derivative for the background gauge field $A_{\mu}$.
The initial Lagrangian is
$$
\mathcal{L}=-\frac{1}{4 g^{2}} \mathcal{F}^{\mu \nu} \cdot \mathcal{F}_{\mu \nu}
$$
which is invariant under gauge transformations on $\mathcal{A}_{\mu}$. Because of the split into $A_{\mu}$ and $a_{\mu}$ this also implies invariance under
$$
A_{\mu} \rightarrow g^{-1} A_{\mu} g+g^{-1} \partial_{\mu} g, \quad a_{\mu} \rightarrow g^{-1} a_{\mu} g
$$
which is called a background gauge transformation. We claim that it is possible to maintain background gauge invariance in the full quantum theory although it is still necessary to introduce gauge fixing term. In the functional integral we require
$$
d[\mathcal{A}]=d[a], \quad d[a]=d\left[g^{-1} a g\right] .
$$

The quantum action, eliminating $b$, is then given by

$$
\mathcal{L}_{q}=-\frac{1}{4 g^{2}} \mathcal{F}^{\mu \nu} \cdot \mathcal{F}_{\mu \nu}-\frac{1}{2} F(a) \cdot F(a)+\bar{c} \cdot F^{\prime \mu} \mathcal{D}_{\mu} c
$$

where we have set $\xi=1$ for convenience. $F(a)$ is the gauge fixing condition and $\mathcal{D}_{\mu} c=$ $D_{\mu} c+g\left[a_{\mu}, c\right]$.

That is so far standard, but the crucial idea is that under the background gauge transformation we may choose $F(a)$ so that it is covariant, $F\left(g^{-1} a g\right)=g^{-1} F(a) g$, and so $F(a) \cdot F(a)$ is invariant. To achieve this we take

$$
F(a)=D^{\mu} a_{\mu} .
$$

Then $\mathcal{L}_{q}$ is invariant under background gauge transformations where the quantum field $a_{\mu}$ transforms homogeneously. Nevertheless quantum gauge transformations which act only on the dynamical field $a_{\mu}$, with $A_{\mu}$ fixed, and are a symmetry of the classical Lagrangian are gauge fixed are not a symmetry of $\mathcal{L}_{q}$. Note that this expression for the gauge fixing term reduces to the standard linear covariant choice when $A_{\mu}=0$.

Defining $S_{q}[a, A, c, \bar{c}]=\int d^{d} x \mathcal{L}_{q}$ then letting

$$
Z[A]=\int d[a] d[c] d[\bar{c}] e^{i S_{q}[a, A, \bar{c}, c]}
$$

we must have $Z[A]=Z\left[A^{g}\right]$. We also define

$$
Z[A]=e^{i W[A]}
$$

Now in order to get a perturbative expansion, we expand $S_{q}$ in powers of $a_{\mu}$; at lowest order, at one loop, it is sufficient to restrict the expansion to just the quadratic terms in $a_{\mu}, c, \bar{c}$. Higher loop calculations involve the cubic and quartic terms as interactions. Hence we write

$$
S_{q}[a, c, \bar{c}]=\frac{1}{g^{2}} S[A]+\frac{1}{g} \int d^{d} x D_{\mu} F^{\mu \nu} \cdot a_{\nu}+S_{a}+S_{\mathrm{gh}}+O\left(a^{3}, \bar{c} c a\right),
$$

where $S[A]$ is just the basic action for the background field, namely

$$
S[A]=-\frac{1}{4} \int d^{d} x F^{\mu \nu} \cdot F_{\mu \nu}
$$

For the quadratic terms it is easy to see what the ghost contribution is,

$$
S_{\mathrm{gh}}=-\int d^{d} x \bar{c} \cdot D^{2} c
$$

where as before $D_{\mu}$ is the background covariant derivative. The result for $S_{a}$ which is quadratic in $a$ is more involved. Using the expansion of $\mathcal{F}_{\mu \nu}$ we get

$$
\begin{aligned}
S_{a} & =\frac{1}{2} \int d^{d} x\left(-D^{\mu} a^{\nu} \cdot\left(D_{\mu} a_{\nu}-D_{\nu} a_{\mu}\right)-\left[a^{\mu}, a^{\nu}\right] \cdot F_{\mu \nu}-D^{\nu} a_{\nu} \cdot D^{\mu} a_{\mu}\right) \\
& =\frac{1}{2} \int d^{d} x a^{\nu} \cdot\left(D^{2} a_{\nu}-D^{\mu} D_{\nu} a_{\mu}+\left[F_{\nu \mu}, a^{\mu}\right]+D_{\nu} D^{\mu} a_{\mu}\right)
\end{aligned}
$$

integrating by parts and using $\left[a^{\mu}, a^{\nu}\right] \cdot F_{\mu \nu}=a^{\nu} \cdot\left[F_{\nu \mu}, a^{\mu}\right]$. Noting also $\left[D^{\mu}, D_{\nu}\right] a_{\mu}=\left[F^{\mu}, a_{\mu}\right]$ we get

$$
\begin{aligned}
S_{a} & =\frac{1}{2} \int d^{d} x a^{\nu} \cdot\left(D^{2} a_{\nu}+2\left[F_{\nu \mu}, a^{\mu}\right]\right) \\
& =:-\frac{1}{2} \int d^{d} x a^{\nu} \cdot \triangle_{\nu}{ }^{\mu} a_{\mu}
\end{aligned}
$$

where we defined the operator

$$
\triangle_{\nu}{ }^{\mu}=-D^{2} \delta_{\nu}{ }^{\mu}-2 F_{\nu}{ }_{a}{ }_{a} T_{a},
$$

where $T_{a}$ are the generators of the LIE group in the adjoint representation.
Let us suppose that $D^{\mu} F_{\mu \nu}=0$, so in this case there is no linear term. ${ }^{42}$ Then the one loop approximation is obtained by

$$
Z[A]=e^{i W[A]}=e^{\frac{i}{g^{2}} S[A]} \int d[a] d[c] d[\bar{c}] e^{i\left(S_{a}+S_{\mathrm{gh}}\right)}
$$

where $S_{a}, S_{\mathrm{gh}}$ are just the quadratic terms in the expansion given above. The Gaussian functional integrals are readily evaluated in terms of the determinants of the relevant differential operators, giving

$$
Z[A]=e^{\frac{i}{g^{2}} S[A]} \frac{\operatorname{det}\left(-D^{2}\right)}{(\operatorname{det} \triangle)^{\frac{1}{2}}}, \quad W[A]=\frac{1}{g^{2}} S[A]+\frac{1}{i} \log \operatorname{det}\left(-D^{2}\right)-\frac{1}{2 i} \log \operatorname{det} \triangle .
$$

It is important to recognise that under background gauge transformations $D^{2} \rightarrow g^{-1} D^{2} g$ and $\triangle \rightarrow g^{-1} \triangle g$ so the determinants are gauge invariant. The determinants may be normalised so that $\operatorname{det}\left(-D^{2}\right)=\operatorname{det} \triangle=1$ when $A_{\mu}=0$ so that $W[0]=0$.

The aim is now to calculate the divergent parts, or poles as $\varepsilon=4-d \rightarrow 0$, of these two determinants. The answers are given by

$$
\log \operatorname{det}\left(-D^{2}\right) \sim-\frac{1}{3} \frac{2}{\varepsilon} \frac{C}{16 \pi^{2}} i S[A], \quad \log \operatorname{det} \triangle=\frac{20}{3} \frac{2}{\varepsilon} \frac{C}{16 \pi^{2}} i S[A] .
$$

The divergent terms can only involve $S[A]$ since this is the unique gauge invariant quantity of dimension four. The group constant $C$ is here defined by

$$
\operatorname{tr}\left(T_{a} T_{b}\right)=-C \delta_{a b}
$$

Hence the divergent part will then be given by

$$
W[A] \sim \frac{1}{g^{2}} S[A]-\frac{11}{3} \frac{2}{\varepsilon} \frac{C}{16 \pi^{2}} S[A] .
$$

The $\varepsilon$ pole can be cancelled by replacing in the first term

$$
\frac{1}{g^{2}} \rightarrow \frac{Z_{g}}{g^{2}}
$$

[^25]and eliminate $J$ by requiring $\delta W[A, J] / \delta J(x)=0$.
and then letting
$$
Z_{g}=1+\frac{11}{3} \frac{2}{\varepsilon} \frac{C g^{2}}{16 \pi^{2}}
$$

This is of course the same as previously, this gives directly the one loop result for $\beta(g)$ with the correct sign for asymptotic freedom.

In order to calculate the divergent parts of the determinants of the differential operators depending on the background field $A_{\mu}$ it is possible to use methods which maintain gauge covariance throughout and are valid for any smooth background. This would require some digression so instead we do it by brute force, expanding in the background field $A_{\mu}$ to quadratic order. This is sufficient to determine the coefficient of the $\varepsilon$ poles which are proportional to $S[A]$ and reduces the calculation to that for one loop Feynman integrals.

First we consider $\operatorname{det}\left(-D^{2}\right)$. Since $D_{\mu}=\partial_{\mu}+A_{\mu a} T_{a}$ we may expand

$$
D^{2}=\partial^{2}+\left\{\partial^{\mu}, A_{\mu a}\right\} T_{a}+A_{\mu a} T_{a} A_{b}^{\mu} T_{b}
$$

In general for determinants of an operator $X+Y$ we may expand in $Y$ by using

$$
\begin{aligned}
\log \operatorname{det}(X+Y) & =\log \operatorname{det} X+\log \operatorname{det}\left(1+X^{-1} Y\right)=\log \operatorname{det} X+\operatorname{tr} \log \left(1+X^{-1} Y\right) \\
& =\log \operatorname{det} X+\operatorname{tr}\left(X^{-1} Y\right)-\frac{1}{2} \operatorname{tr}\left(X^{-1} Y X^{-1} Y\right)+\ldots
\end{aligned}
$$

Applying this to obtain an expansion in $A_{\mu}$ we get

$$
\begin{aligned}
\log \operatorname{det}\left(-D^{2}\right)= & \log \operatorname{det}\left(-\partial^{2}\right)-\operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1}\left(\left\{\partial^{\mu}, A_{\mu a}\right\} T_{a}+A_{\mu a} T_{a} A_{b}^{\mu} T_{b}\right)\right) \\
& -\frac{1}{2} \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1}\left\{\partial^{\mu}, A_{\mu a}\right\} T_{a}\left(-\partial^{2}\right)^{-1}\left\{\partial^{\nu}, A_{\nu b}\right\} T_{b}\right)+O\left(A^{3}\right) .
\end{aligned}
$$

The traces Tr are functional traces but they also include a conventional trace over group indices.
The functional trace can be discussed in various ways, one approach is to introduce bases $|x\rangle$ and $|k\rangle$ such that

$$
\int d^{d} x|x\rangle\langle x|=\int \frac{d^{d} k}{(2 \pi)^{d}}|k\rangle\langle k|=1, \quad\langle x \mid k\rangle=e^{i k \cdot x}
$$

where in the trace we have

$$
A_{\mu a}|x\rangle=A_{\mu a}(x)|x\rangle, \quad \partial_{\mu}|k\rangle=i k_{\mu}|k\rangle .
$$

For a $d$-dimensional differential operator $O$ then $\operatorname{Tr}(O)=\int d^{d} x\langle x| O|x\rangle$. Since $\operatorname{tr}\left(T_{a}\right)=0$ there is no linear term in $A_{\mu}$. For the $O\left(A^{2}\right)$ term in the first line this approach gives

$$
\begin{aligned}
\operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1} A_{\mu a} T_{a} A_{b}^{\mu} T_{b}\right) & =\int d^{d} x\langle x|\left(-\partial^{2}\right)^{-1}|x\rangle \operatorname{tr}\left(A_{\mu a}(x) T_{a} A_{b}^{{ }_{b}}(x) T_{b}\right) \\
& =\int d^{d} x \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}} \operatorname{tr}\left(A_{\mu a}(x) T_{a} A_{b}^{\mu}(x) T_{b}\right)
\end{aligned}
$$

using $\langle x|\left(-\partial^{2}\right)^{-1}|k\rangle\langle k \mid x\rangle=1 / k^{2}$. This result may be represented by the FEYNMAN graph, where $A_{\mu a}$ and $A_{\nu b}$ are attached to the external lines,


For the remaining contribution we can calculate the trace in a similar fashion by introducing integrations over $|x\rangle\langle x|$ and also $\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right|$,

$$
\begin{aligned}
& -\frac{1}{2} \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1}\left\{\partial^{\mu}, A_{\mu a}\right\} T_{a}\left(-\partial^{2}\right)^{-1}\left\{\partial^{\nu}, A_{\nu b}\right\} T_{b}\right) \\
& =-\frac{1}{2} \int d^{d} x \int d^{d} x^{\prime} \operatorname{tr}\left(A_{\mu a}(x) T_{a} A_{\nu b}\left(x^{\prime}\right) T_{b}\right) \\
& \quad \times\left(\left\langle x^{\prime}\right| \partial^{\nu}\left(-\partial^{2}\right)^{-1} \partial^{\mu}|x\rangle\langle x|\left(-\partial^{2}\right)^{-1}\left|x^{\prime}\right\rangle+\left\langle x^{\prime}\right| \partial^{\nu}\left(-\partial^{2}\right)^{-1}|x\rangle\langle x| \partial^{\mu}\left(-\partial^{2}\right)^{-1}\left|x^{\prime}\right\rangle\right. \\
& \left.\quad \quad+\left\langle x^{\prime}\right|\left(-\partial^{2}\right)^{-1} \partial^{\mu}|x\rangle\langle x|\left(-\partial^{2}\right)^{-1} \partial^{\prime}\left|x^{\prime}\right\rangle+\left\langle x^{\prime}\right|\left(-\partial^{2}\right)^{-1}|x\rangle\langle x| \partial^{\mu}\left(-\partial^{2}\right)^{-1} \partial^{\nu}\left|x^{\prime}\right\rangle\right) \\
& =\frac{1}{2} \int d^{d} x \int d^{d} x^{\prime} \operatorname{tr}\left(A_{\mu a}(x) T_{a} A_{\nu b}\left(x^{\prime}\right) T_{b}\right) \int \frac{d^{d} k}{(2 \pi)^{d}} \int \frac{d^{d} k^{\prime}}{(2 \pi)^{d}} \frac{\left(k+k^{\prime}\right)^{\mu}\left(k+k^{\prime}\right)^{\nu}}{\left(k^{2}-i \epsilon\right)\left(k^{\prime 2}-i \epsilon\right)} e^{i\left(k-k^{\prime}\right) \cdot\left(x-x^{\prime}\right)},
\end{aligned}
$$

adopting the usual $i \epsilon$ prescription in the denominators. The result is a Feynman integral corresponding to the diagram with two external vector lines


Defining the Fourier transform

$$
\tilde{A}_{\mu a}(p)=\int d^{d} x e^{i p \cdot x} A_{\mu a}(x)
$$

we then have, letting $k^{\prime}=k-p$,

$$
\left.\log \operatorname{det}\left(-D^{2}\right) /\left(-\partial^{2}\right)\right)=\frac{i}{(2 \pi)^{d}} \int d^{d} p I^{\mu \nu}(p) \operatorname{tr}\left(\tilde{A}_{\mu a}(p) T_{a} \tilde{A}_{\nu b}(-p) T_{b}\right)+O\left(A^{3}\right)
$$

where

$$
I_{\mu \nu}(p)=\frac{1}{2} \frac{1}{(2 \pi)^{d} i} \int d^{d} k \frac{(2 k-p)_{\mu}(2 k-p)_{\nu}}{\left(k^{2}-i \varepsilon\right)\left((k-p)^{2}-i \varepsilon\right)}-\eta_{\mu \nu} \frac{1}{(2 \pi)^{d} i} \int d^{d} k \frac{1}{k^{2}-i \epsilon} .
$$

This has the crucial property $p^{\mu} I_{\mu \nu}(p)=0$ which may be obtained from $p \cdot(2 k-p)=k^{2}-(k-p)^{2}$ and using translation invariance of the integration. Furthermore using $(2 k-p)^{2}=2(k-p)^{2}+$ $2 k^{2}-p^{2}$ we have

$$
\eta^{\mu \nu} I_{\mu \nu}(p)=-p^{2} I(p)-(d-2) \frac{1}{(2 \pi)^{d} i} \int d^{d} k \frac{1}{k^{2}-i \epsilon}
$$

where

$$
I(p)=\frac{1}{2} \frac{1}{(2 \pi)^{d} i} \int d^{d} k \frac{1}{\left(k^{2}-i \epsilon\right)\left((k-p)^{2}-i \epsilon\right)}
$$

Using dimensional regularisation the last term in $I_{\mu \nu}(p)$ is zero ${ }^{43}$ and hence

$$
I_{\mu \nu}(p)=-\frac{1}{d-1}\left(\eta_{\mu \nu} p^{2}-p_{\mu} p_{\nu}\right) I(p)
$$

$I(p)$ is a standard Feynman integral which has already been calculated. With $m^{2}=0$ this one loop integral is given just in terms of Gamma functions

$$
I(p)=\Gamma\left(2-\frac{1}{2} d\right) \frac{\Gamma\left(\frac{1}{2} d-1\right)^{2}}{\Gamma(d-2)} \frac{\left(p^{2}\right)^{\frac{1}{2} d-2}}{2(4 \pi)^{\frac{1}{2} d}} \sim \frac{1}{\varepsilon} \frac{1}{16 \pi^{2}} .
$$

[^26]assuming $d$ is analytically continued to $d>2$.

From the divergent part of $I(p)$ we find for $I_{\mu \nu}(p)^{44}$

$$
I_{\mu \nu}(p) \sim-\frac{1}{\varepsilon} \frac{1}{3} \frac{1}{16 \pi^{2}}\left(\eta_{\mu \nu} p^{2}-p_{\mu} p_{\nu}\right)
$$

With this result and

$$
\operatorname{tr}\left(T_{a} T_{b}\right)=-C \delta_{a b}
$$

we get, to $O\left(A^{2}\right)$,

$$
\begin{aligned}
\log \operatorname{det}\left(-D^{2} /\left(-\partial^{2}\right)\right) & \sim \frac{i}{3 \varepsilon} \frac{C}{16 \pi^{2}} \int \frac{d^{d} p}{(2 \pi)^{d}}\left(\eta^{\mu \nu} p^{2}-p^{\mu} p^{\nu}\right) \tilde{A}_{\mu a}(p) \tilde{A}_{\nu b}(-p) \\
& =\frac{i}{6 \varepsilon} \frac{C}{16 \pi^{2}} \int \frac{d^{d} p}{(2 \pi)^{d}}\left(p^{\mu} \tilde{A}^{\nu}{ }_{a}(p)-p^{\nu} \tilde{A}^{\mu}{ }_{b}(p)\right)\left(p_{\mu} \tilde{A}_{\nu a}(-p)-p_{\nu} \tilde{A}_{\mu a}(-p)\right) \\
& =\frac{i}{6 \varepsilon} \frac{C}{16 \pi^{2}} \int d^{d} x\left(\partial^{\mu} A^{\nu}(x)-\partial^{\nu} A_{a}^{\mu}(x)\right)\left(\partial_{\mu} A_{\nu a}(x)-\partial_{\nu} A_{\mu a}(x)\right),
\end{aligned}
$$

where the Fourier transform has been inverted back to position space. This result has a unique gauge invariant completion giving

$$
\log \operatorname{det}\left(-D^{2} /\left(-\partial^{2}\right)\right) \sim \frac{i}{6 \varepsilon} \frac{C}{16 \pi^{2}} \int d^{d} x F_{a}^{\mu \nu}(x) F_{\mu \nu a}(x)=-\frac{2}{3 \varepsilon} \frac{C}{16 \pi^{2}} i S[A] .
$$

The divergent part determinant of the operator $\triangle$ acting on vector fields can be found in a similar fashion. With the expansion

$$
\triangle_{\nu}^{\mu}=-\left(\partial^{2}+\left\{\partial^{\mu}, A_{\mu a} T_{a}\right\}+A_{\mu a} T_{a} A_{b}^{\mu} T_{b}\right) \delta_{\nu}^{\mu}-2 F_{\nu}{ }_{a} T_{a}
$$

then

$$
\begin{aligned}
\log \operatorname{det}\left(\Delta /\left(-\partial^{2}\right) 1\right)= & -d \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1} A_{\mu a} T_{a} A^{\mu}{ }_{b} T_{b}\right) \\
& -\frac{1}{2} d \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1}\left\{\partial^{\mu}, A_{\mu a}\right\} T_{a}\left(-\partial^{2}\right)^{-1}\left\{\partial^{\nu}, A_{\nu b}\right\} T_{b}\right) \\
& -2 \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1} F_{\mu}{ }^{\nu}{ }_{a} T_{a}\left(-\partial^{2}\right)^{-1} F_{\nu}{ }^{\mu}{ }_{b} T_{b}\right)+O\left(A^{3}\right),
\end{aligned}
$$

where we keep only the terms which are non zero to this order. The factors $d$ arise from a trace over Lorentz indices. For the final term following the same methods as earlier

$$
-\frac{1}{2} \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1} F_{\mu}{ }^{\nu}{ }_{a} T_{a}\left(-\partial^{2}\right)^{-1} F_{\nu}{ }^{\mu}{ }_{b} T_{b}\right)=\frac{i}{(2 \pi)^{d}} \int d^{d} p I(p) \operatorname{tr}\left(\tilde{F}^{\mu \nu}{ }_{a}(p) T_{a} \tilde{F}_{\mu \nu b}(-p) T_{b}\right),
$$

noting that $F_{\mu}{ }^{\nu}{ }_{a} F_{\nu}{ }^{\mu}{ }_{b}=-F^{\mu \nu}{ }_{a} F_{\mu \nu b}$. The $\varepsilon$-pole in $I(p)$ then gives

$$
-\frac{1}{2} \operatorname{Tr}\left(\left(-\partial^{2}\right)^{-1} F_{\mu}{ }^{\nu}{ }_{a} T_{a}\left(-\partial^{2}\right)^{-1} F_{\nu}{ }^{\mu} T_{b}\right) \sim-\frac{i}{\varepsilon} \frac{C}{16 \pi^{2}} \int d^{d} x F_{a}^{\mu \nu}(x) F_{\mu \nu a}(x) .
$$

Combining this with the contribution from the first two terms which is the same as that calculated earlier, apart from the additional factor of $d$, gives

$$
\log \operatorname{det}\left(\Delta /\left(-\partial^{2}\right) 1\right) \sim \frac{i}{\varepsilon}\left(\frac{2}{3}-4\right) \frac{C}{16 \pi^{2}} \int d^{d} x F_{a}^{\mu \nu}(x) F_{\mu \nu a}(x)=\frac{40}{3 \varepsilon} \frac{C}{16 \pi^{2}} i S[A] .
$$

${ }^{44} \mathrm{~A}$ direct calculation of $I_{\mu \nu}(p)$, using $1 /\left(k^{2}-i \epsilon\right)=i \int_{0}^{\infty} d \alpha e^{-i \alpha\left(k^{2}-i \epsilon\right)}$, is given by

$$
\begin{aligned}
I_{\mu \nu}(p)= & i^{2} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2} \frac{1}{2(2 \pi)^{d} i} \int d^{d} k(2 k-p)_{\mu}(2 k-p)_{\nu} e^{-i \alpha_{1}\left(k^{2}-i \epsilon\right)-i \alpha_{2}\left((k-p)^{2}-i \epsilon\right)} \\
= & i^{2} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2} e^{-i \frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}} p^{2}} \\
& \quad \times \frac{1}{2(2 \pi)^{d} i} \int d^{d} k^{\prime}\left(2 k_{\mu}^{\prime}-\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}+\alpha_{2}} p_{\mu}\right)\left(2 k_{\nu}^{\prime}-\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}+\alpha_{2}} p_{\nu}\right) e^{-i\left(\alpha_{1}+\alpha_{2}\right)\left(k^{\prime 2}-i \epsilon\right)},
\end{aligned}
$$

with the usual trick of completing the square. Under integration $k_{\mu}^{\prime} k_{\nu}^{\prime} \rightarrow k^{\prime 2} \eta_{\mu \nu} / d$ while $k_{\mu}^{\prime} p_{\nu} \rightarrow 0$. Then carrying out the $k^{\prime}$ integration and letting $\alpha_{1} \rightarrow-i \alpha_{1}, \alpha_{2} \rightarrow-i \alpha_{2}$, assuming $p^{2}>0$, we have

$$
\begin{aligned}
I_{\mu \nu}(p) & =\frac{1}{2(4 \pi)^{\frac{1}{2} d}} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2} e^{-\frac{\alpha_{1} \alpha_{2}}{\alpha_{1}+\alpha_{2}} p^{2}} \frac{1}{\left(\alpha_{1}+\alpha_{2}\right)^{\frac{1}{2} d}}\left(\frac{2}{\alpha_{1}+\alpha_{2}} \eta_{\mu \nu}+\left(\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}+\alpha_{2}}\right)^{2} p_{\mu} p_{\nu}\right) \\
& =\frac{1}{(4 \pi)^{\frac{1}{2} d}} \frac{\Gamma\left(1-\frac{1}{2} d\right) \Gamma\left(\frac{1}{2} d\right)^{2}}{\Gamma(d)}\left(p^{2}\right)^{\frac{1}{2} d-2}\left(\eta_{\mu \nu} p^{2}-p_{\mu} p_{\nu}\right) .
\end{aligned}
$$

## 5 Ward Identities and Anomalies

Continuous symmetries, which form LIE groups, lead to relations between correlation functions of fields. To derive these we first consider a crucial result in classical dynamics.

### 5.1 Noether's theorem

Noether ${ }^{45}$ showed that when an action has a continuous symmetry, there is a conserved current and a corresponding conserved charge.

## Proof

Assume that there is a continuous symmetry of the classical theory. The symmetry transformations act on the fields such that they transform as

$$
\phi \rightarrow \phi^{\prime}=\phi+\delta_{\epsilon} \phi
$$

for $\epsilon$ an infinitesimal parameter, If this is a symmetry this means that the action is invariant

$$
\delta_{\epsilon} S[\phi]=0 .
$$

Now allow $\epsilon(x)$ to be a function of $x$; in that case

$$
\delta_{\epsilon} S[\phi]=-\int d^{d} x \partial_{\mu} \epsilon(x) j^{\mu}(x)
$$

for some $j^{\mu}$, any contribution must involve a derivative of $\epsilon$ since for $\epsilon$ a constant the action is invariant (we can always discard total derivatives under the integral, this may introduce an ambiguity in $j^{\mu}$ but this is not crucial.) If the equations of motion are obeyed then

$$
\delta_{\epsilon} S[\phi]=0
$$

for any $\epsilon$ because this the action is stationary for arbitrary $\delta \phi$ when $\phi$ satisfies its equations of motion. Hence we must have

$$
\partial_{\mu} j^{\mu}=0
$$

subject to the equations of motion. A conserved charge is then given by

$$
Q=\int d^{d-1} x j^{0}(x)
$$

since $\dot{Q}=-\int d^{d-1} x \vec{\nabla} \cdot \vec{j}(x)=0$.

### 5.2 Ward Identities

In a quantum field theory there are Ward ${ }^{46}$ identities associated with symmetries for correlation functions. In general we consider

$$
\langle X\rangle=\frac{1}{Z} \int d[\phi] X(\phi) e^{i S[\phi]}
$$

where $X(\phi)$ is a function of the fields, e.g. $X(\phi)=\phi\left(x_{1}\right) \phi\left(x_{2}\right) \ldots$ Let us suppose that under the transformation $\phi \rightarrow \phi^{\prime}$,

$$
X \rightarrow X^{\prime}=X\left(\phi^{\prime}\right)=X+\delta_{\epsilon} X
$$

and since the functional integral does not depend on the choice of variable

$$
\int d\left[\phi^{\prime}\right] X^{\prime} e^{i S\left[\phi^{\prime}\right]}=\int d[\phi] X e^{i S[\phi]}
$$

[^27]We then expand the left-hand side in $\epsilon$, assuming invariance of the measure $d\left[\phi^{\prime}\right]=d[\phi]$, with the implications,

$$
\int d\left[\phi^{\prime}\right] X^{\prime} e^{i S\left[\phi^{\prime}\right]}=\int d[\phi]\left(X+\delta_{\epsilon} X\right) e^{i S[\phi]}\left(1-i \int d^{d} x \partial_{\mu} \epsilon j^{\mu}\right)+O\left(\epsilon^{2}\right),
$$

and this then requires

$$
\left\langle\delta_{\epsilon} X\right\rangle=i \int d^{d} x \partial_{\mu} \epsilon(x)\left\langle j^{\mu}(x) \cdot X\right\rangle .
$$

Taking a functional derivative with respect to $\epsilon(x)$ on both sides, we obtain a WARD identity

$$
\frac{\delta}{\delta \epsilon(x)}\left\langle\delta_{\epsilon} X\right\rangle=-i \partial_{\mu}\left\langle j^{\mu}(x) X\right\rangle
$$

Ward first emphasised this in a particular example in quantum electrodynamics where it played a crucial role in understanding renormalisation since it showed two divergent renormalisation constants were equal. Integrating over $x$, we obtain

$$
\int d^{d} x \frac{\delta}{\delta \epsilon(x)}\left\langle\delta_{\epsilon} X\right\rangle=0
$$

or for constant $\epsilon$,

$$
\frac{\partial}{\partial \epsilon}\left\langle\delta_{\epsilon} X\right\rangle=0
$$

This argument, however, is by no means watertight. It may fail for two reasons, which are essentially related;
(i) we assumed invariance of the measure $d[\phi]=d\left[\phi^{\prime}\right]$;
(ii) the functional integral is not defined without regularisation, and you have to check whether the regularisation also satisfies the symmetries otherwise this might lead to anomalies.

### 5.3 Example: Symmetries of the Dirac Lagrangian

Let us illustrate these issues by considering Fermions; we have a LAGRANGian

$$
\mathcal{L}=-\bar{\psi}(\gamma \cdot \partial+m) \psi,
$$

where the $\gamma$ matrices satisfy

$$
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 \eta^{\mu \nu}
$$

The definition of $\gamma^{\mu}$ can be extended to any number of dimensions $d$. The free Lagrangian has a $U(1)_{V}$ symmetry under the transformation

$$
\psi \rightarrow e^{i \alpha} \psi, \quad \bar{\psi} \rightarrow \bar{\psi} e^{-i \alpha}
$$

The change in the action for an $x$ dependent $\alpha(x)$ is

$$
\delta_{\alpha} S[\psi, \bar{\psi}]=-i \int d^{d} x \partial_{\mu} \alpha(x) \bar{\psi}(x) \gamma^{\mu} \psi(x)
$$

which gives the conserved current

$$
j^{\mu}=i \bar{\psi} \gamma^{\mu} \psi
$$

This is a conserved current under the DIRAC equations

$$
(\gamma \cdot \partial+m) \psi=0, \quad \bar{\psi}(-\gamma \cdot \overleftarrow{\partial}+m)=0
$$

We can also consider an axial $U(1)_{A}$ symmetry under a transformation

$$
\psi \rightarrow e^{i \beta \gamma_{5}} \psi, \quad \bar{\psi} \rightarrow \bar{\psi} e^{i \beta \gamma_{5}}
$$

where $\gamma_{5}^{2}=1, \gamma_{5}^{\dagger}=\gamma_{5}$ and $\left\{\gamma^{\mu}, \gamma_{5}\right\}=0$ for all $\gamma$ matrices. It is easy to see that in the massless case $m=0$,

$$
\delta_{\beta} \mathcal{L}=0
$$

If we follow the same procedure as before, we cannot extend $\gamma_{5}$ to $d \neq 4$ dimensions since it involves the antisymmetric symbol $\epsilon_{\alpha \beta \gamma \delta}$, the essential relation is the trace formula ${ }^{47}$

$$
\operatorname{tr}\left(\gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho}\right)=4 i \epsilon_{\mu \nu \sigma \rho}
$$

So now considering $d=4$, the variation of the action is

$$
\delta_{\beta} S[\psi, \bar{\psi}]=-i \int d^{4} x \partial_{\mu} \beta(x) \bar{\psi} \gamma^{\mu} \gamma_{5} \psi
$$

which gives the conserved axial current

$$
j_{5}^{\mu}=i \bar{\psi} \gamma^{\mu} \gamma_{5} \psi
$$

### 5.4 Triangle Graphs

Now let us apply this to calculations and see how far we get in a case where there are potential anomalies. Consider the non-trivial case for a correlation function for three currents

$$
\left\langle j^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle
$$

and since the currents satisfy $\delta_{\alpha} j^{\mu}=0$ we obtain from the WARD identity

$$
\partial_{\mu}^{x}\left\langle j^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle=0 .
$$

Taking the Fourier transform and factoring off a delta function:

$$
\Gamma^{\mu \nu \omega}(p, q, r)(2 \pi)^{d} \delta^{d}(p+q+r)=\int d^{d} x d^{d} y d^{d} z e^{i(p \cdot x+q \cdot y+r \cdot z)}\left\langle j^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle .
$$

For free fields the Feynman diagrams are one loop,


The propagators are given by

$-\frac{\gamma \cdot k}{k^{2}}$


$$
\begin{aligned}
& { }^{47} \text { For a demonstration of this note that } \\
& \qquad \operatorname{tr}\left(\gamma_{5} \gamma_{\alpha} \gamma^{\alpha} \gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho}\right)=-\operatorname{tr}\left(\gamma_{5} \gamma^{\alpha} \gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho} \gamma_{\alpha}\right),
\end{aligned}
$$

using cyclic symmetry of the trace and $\gamma_{5} \gamma_{\alpha}=-\gamma_{\alpha} \gamma_{5}$. Using the standard properties of gamma matrices $\gamma_{\alpha} \gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho} \gamma^{\alpha}=2\left(\gamma_{\rho} \gamma_{\mu} \gamma_{\nu} \gamma_{\sigma}-\gamma_{\sigma} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho}+\gamma_{\nu} \gamma_{\mu} \gamma_{\sigma} \gamma_{\rho}-\gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho}\right)+\gamma_{\alpha} \gamma^{\alpha} \gamma_{\mu} \gamma_{\nu} \gamma_{\sigma} \gamma_{\rho}$. If $\gamma^{\alpha} \gamma_{\alpha}=d 1$ the trace formula gives

$$
d \epsilon_{\mu \nu \sigma \rho}=-\epsilon_{\rho \mu \nu \sigma}+\epsilon_{\sigma \mu \nu \rho}-\epsilon_{\nu \mu \sigma \rho}+\epsilon_{\mu \nu \sigma \rho}=4 \epsilon_{\mu \nu \sigma \rho}
$$

using the antisymmetric properties of the $\epsilon$-symbol.

Let us now assume $m=0$ for that makes life slightly easier, then the Feynman rules will give us

$$
\begin{aligned}
\Gamma^{\mu \nu \omega}(p, q, r)= & (-i) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k^{2}(k+q)^{2}(k-p)^{2}} \operatorname{tr}\left(\gamma^{\omega} \gamma \cdot(k+q) \gamma^{\nu} \gamma \cdot k \gamma^{\mu} \gamma \cdot(k-p)\right) \\
& +(q, \nu \leftrightarrow r, \omega)
\end{aligned}
$$

where there is a - sign associated with a Fermion loop. In principle we could evaluate this integral, but that is not what we want. The integral has a degree of divergence $D=d-3$, so that it would apparently not be convergent in four dimensions. However the leading term for large $k$ has the form

$$
\int d^{d} k \frac{k \cdot k \cdot k}{\left(k^{2}\right)^{3}}=0
$$

This reduces $D$ by one.
The Ward identity asserts that

$$
p_{\mu} \Gamma^{\mu \nu \omega}(p, q, r)=0,
$$

and there are corresponding identities involving $q_{\nu}$ and $r_{\omega}$. To verify this identity we take the contraction inside the integral and then use

$$
\gamma \cdot k \gamma \cdot p \gamma \cdot(k-p)=\gamma \cdot(k-p) k^{2}-\gamma \cdot k(k-p)^{2},
$$

which allows us to rewrite the integral as

$$
\begin{aligned}
p_{\mu} \Gamma^{\mu \nu \omega}(p, q, r)= & (-i) \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{(k+q)^{2}} \operatorname{tr}\left(\gamma^{\omega} \gamma \cdot(k+q) \gamma^{\nu}\left(\frac{\gamma \cdot(k-p)}{(k-p)^{2}}-\frac{\gamma \cdot k}{k^{2}}\right)\right) \\
& +(q, \nu \leftrightarrow r, \omega) .
\end{aligned}
$$

Now consider the shift in the integration so that $k+q \rightarrow k$, so that $k-p \rightarrow k+r$, in the first term and this becomes

$$
\begin{aligned}
p_{\mu} \Gamma^{\mu \nu \omega}(p, q, r)= & (-i) \int \frac{d^{d} k}{(2 \pi)^{d}} \operatorname{tr}\left(\gamma^{\omega} \frac{\gamma \cdot k}{k^{2}} \gamma^{\nu} \frac{\gamma \cdot(k+r)}{(k+r)^{2}}-\gamma^{\omega} \frac{\gamma \cdot(k+q)}{(k+q)^{2}} \gamma^{\nu} \frac{\gamma \cdot k}{k^{2}}\right) \\
& +(q, \nu \leftrightarrow r, \omega) \\
= & 0
\end{aligned}
$$

using the cyclic property of the trace to show that the various terms cancel. Hence the Ward identity is verified. Using dimensional regularisation all manipulations are justified but note that in $d=4$ dimensions, the change $k+q \rightarrow k$ can generate surface terms. Crucially the $U(1)_{V}$ symmetry is valid for any $d$ so the WARD identity is satisfied for the dimensionally regularised theory. Requiring the Ward identity to be obeyed ensures a finite result when $d=4$ as any potential divergent terms fail to satisfy the identity.

Now consider a situation where there is one or three $j_{5}$ currents,

$$
\left\langle j_{5}^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle \quad \text { or } \quad\left\langle j_{5}^{\mu}(x) j_{5}^{\nu}(y) j_{5}^{\omega}(z)\right\rangle .
$$

For the Fourier transform of $\left\langle j_{5}^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle$ in a similar fashion to the previous case, but now setting $d=4$ since $\gamma_{5}$ is only really defined in four dimensions,

$$
\begin{aligned}
\tilde{\Gamma}^{\mu \nu \omega}(p, q, r)= & (-i) \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}(k+q)^{2}(k-p)^{2}} \operatorname{tr}\left(\gamma^{\omega} \gamma \cdot(k+q) \gamma^{\nu} \gamma \cdot k \gamma^{\mu} \gamma_{5} \gamma \cdot(k-p)\right) \\
& +(q, \nu \leftrightarrow r, \omega)
\end{aligned}
$$

For $\left\langle j_{5}^{\mu} j_{5}^{\nu} j_{5}^{\omega}\right\rangle$ there are two additional $\gamma_{5}$ matrices in the trace but they cancel giving the same result. With the same manipulations as in the previous example:

$$
\begin{aligned}
p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)= & i \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{tr}\left(\gamma^{\omega} \frac{\gamma \cdot k}{k^{2}} \gamma^{\nu} \frac{\gamma \cdot(k+r)}{(k+r)^{2}} \gamma_{5}-\gamma^{\omega} \frac{\gamma \cdot(k+q)}{(k+q)^{2}} \gamma^{\nu} \frac{\gamma \cdot k}{k^{2}} \gamma_{5}\right) \\
& +(q, \nu \leftrightarrow r, \omega) \\
= & 0,
\end{aligned}
$$

where in the first term we again shift the integration $k+q \rightarrow q$ so that there is a similar cancellation of terms as in the vector case. However the basic unregularised integral we are dealing with is

$$
\int d^{4} k \frac{k \cdot k}{\left(k^{2}\right)^{2}}
$$

which is divergent for large $k$, so in the shift $k \rightarrow k^{\prime}=k+q$ can generate surface terms and the above result can be modified.

For a well defined calculation, without ambiguity or the necessity of considering surface terms under shifts of the integration momentum, it is necessary to regularise the integral. Dimensional regularisation cannot be used so instead we change the propagator to

$$
-\frac{\gamma \cdot k}{k^{2}} \rho\left(k^{2}\right),
$$

where $\rho\left(k^{2}\right)$ is a function satisfying $\rho\left(k^{2}\right)=1$ for low $k^{2}$ and $\rho \rightarrow 0$ for $k^{2} \rightarrow \infty$. This will remove the large $k$ divergence and the integral will have an additional factor in the integrand

$$
\rho\left(k^{2}\right) \rho\left((k+q)^{2}\right) \rho\left((k-p)^{2}\right) .
$$

Hence $p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)$ now becomes, after the integration shift $k+q \rightarrow k, k-p \rightarrow k+r$ in the first term,

$$
\begin{aligned}
p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=i \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{tr} & \left(\gamma^{\omega} \frac{\gamma \cdot k}{k^{2}} \gamma^{\nu} \frac{\gamma \cdot(k+r)}{(k+r)^{2}} \gamma_{5} \rho\left(k^{2}\right) \rho\left((k-q)^{2}\right) \rho\left((k+r)^{2}\right)\right. \\
& \left.-\gamma^{\omega} \frac{\gamma \cdot(k+q)}{(k+q)^{2}} \gamma^{\nu} \frac{\gamma \cdot k}{k^{2}} \gamma_{5} \rho\left(k^{2}\right) \rho\left((k+q)^{2}\right) \rho\left((k-p)^{2}\right)\right) \\
& +(q, \nu \leftrightarrow r, \omega) .
\end{aligned}
$$

The whole expression can then be written in the form:

$$
\begin{aligned}
& p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=i \int \frac{d^{4} k}{(2 \pi)^{4}}\{ \operatorname{tr}\left(\gamma^{\omega} \frac{\gamma \cdot k}{k^{2}} \gamma^{\nu} \frac{\gamma \cdot(k+r)}{(k+r)^{2}} \gamma_{5}\right) \rho\left(k^{2}\right) \rho\left((k+r)^{2}\right) \\
& \times\left(\rho\left((k-q)^{2}\right)-\rho\left((k-p)^{2}\right)\right) \\
&-\operatorname{tr}\left(\gamma^{\omega} \frac{\gamma \cdot(k+q)}{(k+q)^{2}} \gamma^{\nu} \frac{\gamma \cdot k}{k^{2}} \gamma_{5}\right) \rho\left(k^{2}\right) \rho\left((k+q)^{2}\right) \\
&\left.\times\left(\rho\left((k-p)^{2}\right)-\rho\left((k-r)^{2}\right)\right)\right\}
\end{aligned}
$$

For any finite $k$ this is zero since then we can then take $\rho=1$. Let us on the other hand consider what happens for $k \gg p, q, r$, which gives the only possible non zero contributions to the integral. For $k$ large we may expand

$$
\rho\left((k-q)^{2}\right)-\rho\left((k-p)^{2}\right) \approx-\rho^{\prime}\left(k^{2}\right) 2 k \cdot(q-p),
$$

where $\rho^{\prime}$ is the derivative of $\rho\left(k^{2}\right)$ with respect to $k^{2}$, of course. We can write by standard properties of the DIRAC matrices

$$
\operatorname{tr}\left(\gamma^{\omega} \gamma \cdot k \gamma^{\nu} \gamma \cdot(k+r) \gamma_{5}\right)=4 i \epsilon^{\omega \sigma \nu \rho} k_{\sigma} r_{\rho}
$$

With these results the integral becomes

$$
p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=4 \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{\left(k^{2}\right)^{2}} \rho\left(k^{2}\right)^{2} \rho^{\prime}\left(k^{2}\right) \epsilon^{\omega \sigma \nu \rho}\left(k_{\sigma} r_{\rho} 2 k \cdot(q-p)-q_{\sigma} k_{\rho} 2 k \cdot(p-r)\right),
$$

where it is possible to show that other contributions in the expansion of $\rho\left((k-q)^{2}\right)-\rho\left((k-p)^{2}\right)$ are unimportant. On integration $k_{\alpha} k_{\beta} \rightarrow \frac{1}{4} \eta_{\alpha \beta} k^{2}$. Also with WICK rotation $d^{4} k \rightarrow i d^{4} k$ and then $k^{2}>0$,

$$
p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=8 i \epsilon^{\omega \sigma \nu \rho} q_{\sigma} r_{\rho} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}} \rho\left(k^{2}\right)^{2} \rho^{\prime}\left(k^{2}\right),
$$

using $p=-q-r$. Integrating over the angles, we can replace

$$
d^{4} k \rightarrow 2 \pi^{2} k^{3} d k=\pi^{2} d\left(k^{2}\right) k^{2}
$$

so that, letting $\sigma=k^{2}$, the essential integral we are dealing with becomes

$$
\int_{0}^{\infty} d \sigma \rho(\sigma)^{2} \rho^{\prime}(\sigma)=\left[\frac{1}{3} \rho(\sigma)^{3}\right]_{0}^{\infty}=-\frac{1}{3}
$$

which is independent of the detailed form of $\rho$, save that $\rho(0)=1$ and that it vanishes at infinity. Finally we have obtained the non zero result

$$
p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=-\frac{1}{6 \pi^{2}} i \epsilon^{\nu \omega \sigma \rho} q_{\sigma} r_{\rho}
$$

which constitutes an anomaly in that it disagrees with the naive expectation. There is a similar result for the other identities, obtained under the simultaneous permutations ( $\mu \rightarrow \nu \rightarrow \omega, p \rightarrow$ $q \rightarrow r$ ), since the correlation function is symmetric between all the external lines. Hence also

$$
q_{\nu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=-\frac{1}{6 \pi^{2}} i \epsilon^{\omega \mu \sigma \rho} r_{\sigma} p_{\rho}, \quad r_{\omega} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=-\frac{1}{6 \pi^{2}} i \epsilon^{\mu \nu \sigma \rho} p_{\sigma} q_{\rho}
$$

Other regularisation methods give the same answer, so long as the symmetry under interchange of momenta and Lorentz indices for external lines is maintained, the method used above ensures this since each Fermion propagator is regularised in the same way.

However in general there is a potential ambiguity in $\tilde{\Gamma}^{\mu \nu \omega}$, which results by letting

$$
\tilde{\Gamma}^{\mu \nu \omega}(p, q, r)+C i \epsilon^{\mu \nu \omega \rho}(q-r)_{\rho}
$$

where the last term will destroy the symmetry under permutations of the three external lines although it is symmetric under $q, \nu \leftrightarrow r, \omega$. If

$$
C=-\frac{1}{6 \pi^{2}}
$$

then including this extra piece we have

$$
q_{\nu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=0, \quad r_{\omega} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=0, \quad p_{\mu} \tilde{\Gamma}^{\mu \nu \omega}(p, q, r)=-\frac{1}{2 \pi^{2}} i \epsilon^{\nu \omega \sigma \rho} q_{\sigma} r_{\rho}
$$

This is appropriate for $\left\langle j_{5}^{\mu}(x) j^{\nu}(y) j^{\omega}(z)\right\rangle$ since this need not be fully symmetric and the result ensures there is no anomaly for the vector currents $j^{\nu}, j^{\omega}$.

Only the surface of anomalies have been touched here.
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